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A theoretical method has been presented to describe sound decay in enclosures and simulate the room impulse response (RIR) employed for prediction of the indoor reverberation characteristics. The method was based on a solution of wave equation with the form of a series whose time-decaying components represent responses of acoustic modes to a point sound source. For small sound absorption on room walls this solution was found by means of the method of variation of parameters. A decay function was computed via the time-reverse integration of the squared RIR. Computer simulations carried out for a rectangular enclosure have proved that the RIR function reproduces the structure of a sound field in the initial stage of sound decay sufficiently well. They have also shown that band-limitedness of the RIR has evident influence on the shape of the decay function and predicted decay times.
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1. Introduction

One of the most primary aims of room acoustics is prediction of reverberant properties of enclosures from measured or numerically simulated room responses because reverberation is the most basic and easily perceived acoustical feature of rooms. Description of a sound field in enclosures and evaluation of their reverberant characteristics are not simple, and several theoretical methods of different complexity have been developed for this. They utilize statistical-acoustic methods, diffusion-equation model, geometric acoustics methods, wave-based methods, and modal expansion methods. Statistical-acoustic methods (SUMMERS et al., 2004; SUMMERS, 2012) are based on the diffuse sound field hypothesis that the acoustic energy is uniform in the field and travels in all directions with the same probability. The diffusion-equation model (XIANG et al., 2009; LUIZARD et al., 2014) is an extension of the statistical theory to spatially varying reverberant sound fields and is based on the analogy of the sound energy density with a density of “sound particles” travelling along straight lines. The geometric acoustics methods are adequate for high sound frequencies and most systems for geometric modeling are based on the ray tracing method (SUMMERS et al., 2005), the beam tracing algorithm (FUNKHUSER et al., 2004; LAINE et al., 2009), the image source method (DANCE et al., 1995; LEHMANN, JOHANSSON, 2009), or the mirror source method (MECHEL, 2002; ARETZ et al., 2014). The fact that geometric methods do not include directly wave phenomena such as interferences or diffraction is a considerable disadvantage. Therefore, the results obtained with such methods are inaccurate for enclosures with complex shapes, such as L- and U-shaped rooms, and for enclosures consisting of coupled rooms.

Wave-based methods, in contrast to geometric approaches, solve the wave equation after suitable discretization to describe a complete sound field in enclosed spaces. The most common among these numerical techniques are the finite element method (FEM) (EASWARAN, CRAGGS, 1996a; OKUZONO et al., 2014), the boundary element method (BEM) (FRANZONI et al., 2001; SAKUMA, YASUDA, 2002), and the finite-difference time-domain (FDTD) method (LOPEZ et al., 2013; MURPHY et al., 2014). Alternatives to the FDTD technique are the pseudospectral time-domain (PSTD)
method (SPA et al., 2010) and adaptive rectangular decomposition (ARD) (RAGHUVEASAM et al., 2009), which achieve a good accuracy with a much coarser spatial discretization. All these wave-based methods provide different advantages and disadvantages depending on their complexity and computational load. However, the most important difference lies in their applicability: the frequency domain methods, such as FEM and BEM, typically provide results for steady-state situations, whereas the time domain models, such as FDTD, make it possible to predict impulse responses of enclosures (SAKAMOTO et al., 2008). Wave-based methods can also be successfully applied to partially bounded spaces (SZEMELA, 2015).

Modal expansion methods are techniques used for vibration analysis of mechanical objects and structures, thus, they have been applied in several branches of technical sciences. In room acoustics, these methods yield the resonant modes of pressure vibrations in a room, and the pressure field in the room is expressed as a linear combination of the resonant modes (MEISSNER, 2010; DANCE, VAN BUUREN, 2013). The most common among these methods are the normal mode analysis (MORSE, BOLT, 1944), which is the oldest and simplest type of modal analysis, the classical modal analysis (DOWELL, 1978) developed by using the Green’s theorem, the asymptotic modal analysis (KUBOTA, DOWELL, 1992), and the hybrid modal analysis (XU, SOMMERFELDT, 2010) that combines the free field Green’s function and a modal expansion. Methods employing the modal expansion approach are more difficult to apply for rooms with complex shapes (LI, CHENG, 2004; SUM, PAN, 2006) but it fully describes the wave nature of a sound field such as degeneration of modes (MEISSNER, 2009a) and modal localization (FÉLIX et al., 2007; MEISSNER, 2009b), as well as creation of energy vortices in the sound intensity field (MEISSNER, 2012; 2015a). Their disadvantages are a significant increase in computation times at higher frequencies, usually slow convergence speed, and occurrence of modal coupling in the case of the classical modal analysis.

Reverberation time is the main parameter determining the indoor reverberation characteristics, thus, it is primarily used to assess the acoustic quality of enclosures. However, in many practical cases determination of several different decay times is necessary because in the low-frequency range the sound decay behavior is usually non-exponential. In theoretical models the decay times are evaluated from a decay curve defined as the graphical representation of the decay of the sound pressure level in a room as a function of time after the cut-off of a continuous sound source (ISO 3382, 2012). The estimation of decay times is achieved by approximation of appropriate parts of the decay curve by fitting lines obtained by a least-squares regression and then calculation of decay times from the slope of these lines (MEISSNER, 2013a; 2015b). Another method of determining the decay curve consists in the reverse-time integration of the squared room impulse response (RIR). This technique results in a statistically stable estimate of the sound decay because the obtained decay plot corresponds to the average over infinitely many decay curves that would be obtained with bandpass-filtered noise as an excitation signal (SCHROEDER, 1965). The great advantage of this method is that it produces smooth monotonic decay curves, making determination of the decay times simple and accurate.

The paper presents a novel technique for a numerical prediction of reverberant properties of enclosures. The method is suitable for buildings’ rooms of an arbitrary shape and is alternative to the time-domain models, such as FDTD, which are able to predict transient responses of rooms. The method exploits a modal representation of the RIR obtained by solving the wave equation for an enclosure subjected to a time impulse. The sound absorption on the room walls was assumed to be small because the proposed method is designed for lightly damped room systems. A decay function employed for evaluating the decay times was found via a backward integration of the squared RIR. A numerical analysis of the sound decay inside a rectangular enclosure was executed to examine the impact of modal damping on the decay times and to test the presented method with respect to the computational load. The simulation results proved that the RIR function is able to reconstruct the impulse source and early reflections of the sound waves from the room walls, and the visualization of a sound field is more faithful when band-limitedness of the RIR becomes smaller. To properly characterize reverberant properties of the room, four decay times were calculated based on changes in the decay function. The obtained results discovered a substantial impact of band-limitedness of the RIR on the shape of the decay function and values of the decay times.

2. Theoretical modelling of the indoor reverberation

2.1. Modal representation of the room impulse response

For an arbitrarily shaped enclosure a theoretical description of the room response to a point source generating a time impulse at \( t_0 \) is based on a solution of the wave equation

\[
\nabla^2 p - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} = -\delta(t - t_0)\delta(r - r_0),
\]

where \( \nabla^2 = \nabla \cdot \nabla \) is the Laplacian (\( \nabla \) is the nabla vector operator, the dot is a scalar product), \( p(r, t) \) is the sound pressure, \( c \) is the sound speed, \( \delta \) is the
Dirac delta function, \( r = (x, y, z) \) is the receiving point, and the source point \( r_0 = (x_0, y_0, z_0) \) is located inside the room volume \( V \). The pressure \( p \) must satisfy the causality condition. The initial conditions are defined for the time \( t_0 \) which means that \( p(r, t_0) \) and \( p'(r, t_0) = \partial p(r, t)/\partial t|_{t=t_0} \) are given. According to the modal approach, the solution of Eq. (1) can be expressed as a linear combination of the mode shape functions \( \Phi_m \)

\[
p(r, t) = \sum_{m=1}^{M} P_m(t) \Phi_m(r), \tag{2}
\]

where \( P_m \) are time-dependent modal amplitudes and \( M \) is the number of modes included in the series expansion (theoretically, \( M \) approaches infinity). The functions \( \Phi_m(r) \) fulfill the orthonormal property in the room volume \( V \)

\[
\int_V \Phi_m \Phi_n \, dv = \delta_{mn}, \tag{3}
\]

where \( \delta_{mn} \) is the Kronecker delta function, and they satisfy the eigenvalue equations

\[
\nabla^2 \Phi_m + \left( \frac{\omega_m^2}{c} \right) \Phi_m = 0, \tag{4}
\]

where \( \omega_m \) is the \( m \)-th natural eigenfrequency. If it is assumed that the room walls are locally reacting to the pressure, then the boundary condition that must be satisfied on the surface \( S \) of room walls is as follows

\[
\nabla p \cdot n = -\frac{\beta}{c} \frac{\partial p}{\partial t}, \tag{5}
\]

where \( n \) is the unit vector normal to the walls which is directed away from the room volume and \( \beta \) is the specific wall admittance. In the following it will be assumed that a sound damping inside a room is small. In this case the room walls are characterized by a low absorption: \( \text{Re}(\beta) \ll 1 \), thus, it is possible to assume that space distributions of modes are well approximated by uncoupled mode shape functions computed for hard room walls (Dowell et al., 1977). Enclosures with such absorption properties are known in the literature as lightly damped rooms (Easwaran, Craggs, 1996b; Dance, Van Buuren, 2013).

A method for finding an equation for the modal amplitude \( P_m \) relies on suitable transformation of the wave equation (1). Firstly, multiply both sides of Eq. (1) by \( \Phi_m(r) \) and integrate over the room volume \( V \), and use the formula: \( \int \int \int \Phi_m(r) \delta(r - r_0) \, dv = \Phi_m(r_0) \) to evaluate the delta function integral. This gives

\[
\int \int \int \Phi_m \frac{\partial^2 p}{\partial t^2} \, dv - c^2 \int \int \Phi_m \nabla^2 p \, dv = \int \int \int \Phi_m \delta(t - t_0) \, dv.
\]

The application of Eqs. (2) and (3) in the first volume integral in Eq. (6), and the utilization of Eqs. (2)–(5) and the Green’s theorem (Morse, Feshbach, 1953)

\[
\int \int (p \nabla^2 \Phi_m - \Phi_m \nabla^2 p) \, dv = \int \int (p \nabla \Phi_m - \Phi_m \nabla p) \cdot n \, ds \tag{7}
\]

in the second volume integral leads to the following equation for the modal amplitude \( P_m \)

\[
\frac{\partial^2 P_m}{\partial t^2} + 2r_m \frac{\partial P_m}{\partial t} + \omega_m^2 P_m = c^2 \delta(t - t_0) \Phi_m(r_0), \tag{8}
\]

where \( r_m \) represents the modal damping coefficient for the \( m \)-th mode

\[
r_m = \frac{c}{2} \int \int \Phi_m^2 \, ds. \tag{9}
\]

By using the method of variation of parameters (Collins, 2006), the general solution of Eq. (8) was found as (Meissner, 2013b)

\[
P_m(t) = \frac{\left[ x_m(t) y_m'(t_0) - y_m(t) x_m'(t_0) \right] P_m(t_0)}{W_m(t_0)} - \frac{\left[ x_m(t) y_m(t_0) - y_m(t) x_m(t_0) \right] P_m'(t_0)}{W_m(t_0)}
\]

\[
- \frac{c^2 \Phi_m(r_0)}{x_m(t)} \left[ x_m(t) \int_{t_0}^{t} \frac{\delta(t - \tau) y_m(\tau)}{W_m(\tau)} \, d\tau \right.
\]

\[
- \left. y_m(t) \int_{t_0}^{t} \frac{\delta(t - \tau) x_m(\tau)}{W_m(\tau)} \, d\tau \right], \tag{10}
\]

where the functions \( x_m(t) = e^{-r_m t} \omega_m t \) and \( y_m(t) = e^{-(r_m t)^2} \omega_m \) constitute a fundamental set of solutions of the homogeneous differential equation

\[
\frac{\partial^2 P_m}{\partial t^2} + 2r_m \frac{\partial P_m}{\partial t} + \omega_m^2 P_m = 0, \tag{11}
\]

the function \( W_m(t) = x_m y_m' - x_m' y_m \) is the Wronskian of \( x_m(t) \) and \( y_m(t) \). \( P_m(t_0) \) and \( P_m'(t_0) \) are the initial conditions for the \( m \)-th mode and the quantity

\[
\Omega_m = \sqrt{\omega_m^2 - r_m^2}, \tag{12}
\]

is the eigenfrequency for oscillations with damping, also called the damped natural eigenfrequency. After using the functions \( x_m(t) \) and \( y_m(t) \) in Eq. (10) one can obtain
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Since the integrals in Eq. (13) have the lower limit cor-
responding exactly to the peak of the source function,
the integration should be carried out from \( t_0^* = t_0 - \epsilon \),
where \( \epsilon \) is positive and goes to zero. In this case the in-
tegration interval includes the time at which the Dirac
delta function peaks and \( P_m(t_0^*) \) and \( P'_m(t_0^*) \) are equal
to zero, due to the causality condition. Thus, the modal
amplitude for an ideal time impulse is the following:

\[ P_m(t) = \frac{c^2 e^{-r_m(t-t_0)}}{\Omega_m} \sin(\Omega_m(t-t_0)) \Phi_m(r_0). \]

(14)

Additionally, the modal amplitude must fulfill the con-
tdition that \( P_m \) and \( \partial P_m/\partial t \) are zero for \( t < t_0 \) because,
if the impulse occurs at \( t_0 \), no effects of the impulse
should be present at the earlier time. Finally, it should
be proved that the modal amplitude from Eq. (14) sat-
sifies the continuity condition at \( t_0 \). To do this, it must
be assumed that in Eq. (13) the time \( t_0 \) is replaced by
\( t_0^* = t_0 + \epsilon \). In this case the integrals in Eq. (13)
are zero because the time \( t_0 \) is outside the integration
interval, thus, the modal amplitude is determined by
the initial conditions only. Using Eq. (14) it is easy to
find that \( \lim_{\epsilon \to 0} P_m(t_0^*) = 0 \) and \( \lim_{\epsilon \to 0} P'_m(t_0^*) = c^2 \Phi_m(r_0) \),
therefore the function \( P_m(t) \) obtained from Eq. (13) is
the same as in Eq. (14).

An insertion of Eq. (14) into Eq. (2) enables de-
termining the Green’s function \( G \) depending on the
space coordinates \( r \) and \( r_0 \) and the time variables \( t \)
and \( t_0 \). When it is assumed that the spatial and tem-
poral properties of a sound source are characterized
by the function \( q(r,t) \), then, according to the Green’s
function theory (MORSE, FESHRECH, 1953), the pres-
sure sound response to this excitation is described by
the equation

\[ p(r, t) = \iiint \int_{-\infty}^{t} q(r_0, t_0) G(r, t|r_0, t_0) dt_0 dv_0. \]

(15)

An equivalent expression for the pressure \( p(r, t) \) can
be also determined by using the convolution integral
in the time domain (KUTTRUFF, 2009)

\[ p(r, t) = \iiint_{V} \int_{-\infty}^{t} q(r_0, t_0) * h(r_0, r, t) dt_0 dv_0 \]
\[ = \iiint_{V} \int_{-\infty}^{t} q(r_0, t_0) h(r_0, r, t-t_0) dt_0 dv_0, \]

(16)

where the symbol * denotes the convolution operation
and the function \( h \) describes the room impulse response
(RIR) between the sound source at the position \( r_0 \) and
the receiver located at the point \( r \). From Eqs. (2), (14)–
(16) it is easy to deduce that the RIR has the form

\[ h(r_0, r, t) = c^2 \sum_{m=1}^{M} \frac{e^{-r_m t} \sin(\Omega_m t) \Phi_m(r_0) \Phi_m(r)}{\Omega_m}. \]

(17)

The right-hand side of Eq. (17) is a symmetric function
of the source and receiver points coordinates, thus, the
RIR satisfies the reciprocity principle.

2.2. Determination of the decay function

When the room is excited by the time impulse, the
procedure for describing the process of the sound decay
bases on the reverse-time integration of the squared
RIR (SCHROEDER, 1965). This method is commonly
known as the Schroeder integration and it results in a
smoothed decay plot from which the decay times can
be directly estimated. Usually, the normalized version
of the Schroeder integration method is used to deter-
mine the decay function \( L_d \) describing the sound en-
ergy decrease in a logarithmic scale

\[ L_d(t) = 10 \log \left( \frac{w(t)}{w(0)} \right), \]

(18)

where the function \( w(t) \) is expressed by

\[ w(t) = \int_{-\infty}^{t} h^2(r_0, r, \tau) d\tau. \]

(19)

After inserting Eq. (17) into Eq. (19) and calculating
the integral, one can obtain

\[ w(t) = c^2 \sum_{i=1}^{M} \sum_{j=1}^{M} \frac{e^{-(r_i+r_j)t}}{\Omega_i \Omega_j} \Phi_i(r_0) \Phi_j(r_0) \Phi_i(r) \Phi_j(r) \times \left\{ A_{ij} \cos((\Omega_i - \Omega_j)t) \\
- B_{ij} \sin((\Omega_i - \Omega_j)t) \\
- C_{ij} \cos((\Omega_i + \Omega_j)t) \\
+ D_{ij} \sin((\Omega_i + \Omega_j)t) \right\}, \]

(20)

where the coefficients \( A_{ij}, B_{ij}, C_{ij}, \) and \( D_{ij} \) are
given by

\[ A_{ij} = \frac{r_i + r_j}{(r_i + r_j)^2 + (\Omega_i - \Omega_j)^2}, \]
\[ B_{ij} = \frac{\Omega_i + \Omega_j}{(r_i + r_j)^2 + (\Omega_i - \Omega_j)^2}, \]

(21)
such a behavior is typical for well-reflecting surfaces. By inserting Eq. (23) into Eq. (9) it is easy to find that the modal damping coefficient is given by

\[ r_{n_x n_y n_z} = 2\gamma c |H(n_x)/l_x + H(n_y)/l_y + H(n_z)/l_z|, \]  

(26)

where \( H \) is the unit step function determined by \( H(x) = \frac{1}{2}[1 + \text{sgn}(x)] \). Thus, for rooms of the rectangular shape the damping coefficient has seven different values for modes with nonzero natural eigenfrequency. In computer simulations, the specific wall conductance \( \gamma \) was set to 0.01, which is a value sufficiently small to consider the analyzed enclosure as a lightly damped room system. By virtue of Eq. (25), this value of \( \gamma \) corresponds to the random-incident absorption coefficient \( \alpha_r \) of 0.073.

The number \( M \) of modes in the series on the right-side of Eq. (17) is an important parameter in the numerical study because it strongly influences the calculation time and determines the frequency band in which prediction of the decay times is possible. Now, if the frequency \( f_{n_x n_y n_z} \) is smaller than the cutoff frequency \( f_c \), then, according to KUTTRUFF (2009), the number \( M \) of modes within the frequency band \((0, f_c)\) is given by

\[ M = \frac{4\pi V}{3} \left( \frac{f_c}{c} \right)^3 + \frac{\pi S}{4} \left( \frac{f_c}{c} \right)^2 + \frac{L}{8} \left( \frac{f_c}{c} \right), \]  

(27)

where \( V = l_x l_y l_z \) and \( S = 2(l_x l_y + l_x l_z + l_y l_z) \) are the room volume and surface of the room walls, respectively, and \( L = 4(l_x + l_y + l_z) \) is the sum of the lengths of the room edges. As it results from Eq. (27), the number \( M \) of modes with natural frequencies within a fixed frequency bandwidth increases with the third power of the frequency when the natural frequency is sufficiently large. This means that at higher natural frequencies the room modes significantly overlap with each other. It is commonly assumed that the frequency

\[ f_s = \frac{\sqrt{\pi c}}{\int_S \alpha_r \, d\mathbf{s}}, \]  

(28)

determined by SCHROEDER (1996), represents the transition boundary between the modal region where the room modes are well separated and the region of diffuse behavior of a sound field, known also as the Schroeder region (SKÅLEVIK, 2011), where there is a high overlap of the room modes. When the sound decay begins after turning off the low-frequency pure-tone source, it is appropriate to assume that the number \( M \) corresponds to the last mode whose frequency is smaller than the Schroeder frequency \( f_s \) (MEISSNER, 2013b), since the room modes from the Schroeder region have a negligible effect on the sound decay. It results from the fact that the reverberation process is

\[ C_{ij} = \frac{r_i + r_j}{(r_i + r_j)^2 + (\Omega_i + \Omega_j)^2}, \]  

(22)

\[ D_{ij} = \frac{\Omega_i + \Omega_j}{(r_i + r_j)^2 + (\Omega_i + \Omega_j)^2}, \]  

(22)

A procedure for predicting the decay times is based on finding fit lines to appropriate parts of the decay function \( L_d \) and it is realized by the linear regression.

3. Numerical simulation

The aim of the computer simulation was to predict the reverberant properties of an exemplary enclosure and test the numerical algorithm with respect to the computational load. In general, the proposed method is valid for rooms of an arbitrary shape. However, to perform numerical tests for a wide range of modal frequencies, a simple rectangular enclosure was considered because resonant vibrations in such a room are well understood and described. The room space was assumed to have the dimensions: \( l_x = 8 \) m, \( l_y = 5 \) m, \( l_z = 3 \) m. The room was excited by the sound source located at the point: \( x_0 = 2 \) m, \( y_0 = 3 \) m, \( z_0 = 1 \) m. A computer program was developed to calculate the RIR from Eq. (19) and then to evaluate the decay times from changes in the decay function \( L_d \). Since a lightly damped room is considered, the eigenfunctions \( \Phi_m \) are approximated by the mode shape functions determined for hard room walls

\[ \Phi_{n_x n_y n_z}(x, y, z) = \sqrt{\frac{\epsilon_n \epsilon_n \epsilon_n}{V}} \cos \left( \frac{n_x \pi x}{l_x} \right) \cos \left( \frac{n_y \pi y}{l_y} \right) \cos \left( \frac{n_z \pi z}{l_z} \right), \]  

(23)

where the modal indices \( n_x, n_y, n_z \) are non-negative integers and they are not simultaneously equal to zero (the trivial solution of the wave equation was excluded), \( \epsilon_n = 1 \) if \( n_x = 0 \), and \( \epsilon_n = 2 \) if \( n_y > 0 \). Inserting Eq. (21) into Eq. (4) yields the following formula for natural frequencies of acoustic modes:

\[ f_{n_x n_y n_z} = \frac{c}{2} \sqrt{(n_x/l_x)^2 + (n_y/l_y)^2 + (n_z/l_z)^2}. \]  

(24)

In the numerical study, a uniform distribution of the sound absorption on the room walls was considered. The specific wall admittance \( \beta \) was assumed to satisfy the condition \( \text{Re}(\beta) \ll 1 \) because a lightly damped room was considered. Furthermore, it was postulated that \( \text{Re}(\beta) \gg \text{Im}(\beta) \), which means that \( \beta \) can be represented by the specific wall conductance \( \gamma \) only. In this case a relationship between the random-incident absorption coefficient \( \alpha_r \) and \( \gamma \) is expressed by (KINSLER et al., 2000)

\[ \alpha_r = 8\gamma [1 + \gamma/(1 + \gamma) - 2\gamma \ln(1 + 1/\gamma)]. \]  

(25)

It was also assumed that absorption properties of the room walls are slightly frequency-dependent because

\[ C_{ij} = \frac{r_i + r_j}{(r_i + r_j)^2 + (\Omega_i + \Omega_j)^2}, \]  

(22)

\[ D_{ij} = \frac{\Omega_i + \Omega_j}{(r_i + r_j)^2 + (\Omega_i + \Omega_j)^2}, \]  

(22)
dominated by the modes with the natural frequencies close to the source frequency. However, when the sound decay is initiated by the time impulse, many modes contribute to the room response according to Eq. (17). Therefore, in the numerical study it was assumed that the cutoff frequency $f_c$ can exceed the Schroeder frequency.

### 3.1. Visualization of the sound source and early reflections

The RIR function $h(r_0, r, t)$ is a solution of the wave equation in the time interval starting from $t = 0$. Therefore, it must be able to reconstruct the impulse source as well as early reflections of sound waves from the room walls. Note that Eq. (17) enables one to calculate the RIR within a fixed frequency bandwidth and this fact is of great importance in a reconstruction of the sound source in time and space. This is confirmed by the calculation results in Fig. 1 showing changes in $h/h_{\text{max}}$ at the source position, i.e., for $r = r_0$, in the time interval from 0 to 30 ms for the frequency $f_c$ of 750 Hz, 1500 Hz, and 3000 Hz. These values of $f_c$ correspond to the number $M$ of modes of 5864, 44440, and 345825. For larger values of $f_c$ the numerical algorithm becomes much less effective because of a fast decrease of the computational speed.

The simulation results in Fig. 1 demonstrate that an increase in the frequency $f_c$ moves the graphs of the RIR function towards smaller values of $t$ and this change proceeds in such a way that a peak of the RIR occurs for a constant value of the product $f_c t$ (about 0.33). Thus, from a theoretical viewpoint, a reconstruction of the source emitting an ideal time impulse is possible if the RIR is band-unlimited, meaning that the number $M$ of the modes tends to infinity. The band-limitedness of the RIR also influences the spatial reconstruction of the source. This is clearly shown in Fig. 2 depicting the spatial distribution of $h/h_{\text{max}}$ on the horizontal plane including the source point ($z = 1$ m). The values of the frequency $f_c$ are the same as before and for each of $f_c$ the time $t$ satisfies the condition $f_c t = 0.33$. The simulation data in Fig. 2 demonstrate that a two-fold increase in the cutoff frequency $f_c$ results in an approximately two-fold increase in the impulse narrowness.
A sound transmission inside the room was examined in the horizontal plane 0.5 m above the source plane \((z = 1.5 \, \text{m})\). In this case, a square of \(h/h_{\text{max}}\) equivalent to the sound energy was calculated in order to better reconstruct the wave fronts. The calculations were performed for the cutoff frequency \(f_c\) of 3000 Hz. Figure 3 shows the wave fronts in the observation plane at very short times after the emission of the impulse source. Figure 3a depicts the wave front just after the signal emitted by the source reaches the observation plane, Fig. 3b illustrates a growth of the wave front with the progress of the time, and Fig. 3c shows the wave front just before a reflection of the direct sound from the lateral walls. For larger times the arrangement of the wave fronts is much more complex due to sound reflections. Therefore, it is more convenient to use a two-dimensional visualization of the simulation data in the form of a “snapshot” of the wave fronts in the time lapse after the first sound reflection. The calculation results presented in this way are shown in Fig. 4. They were obtained for the time \(t\) from the time interval 7–10 ms and illustrate the reflections of the direct sound from the lateral walls (Figs. 4a and 4f), a reflection of the direct sound from the floor (Fig. 4b), and a reflection of the sound, which was reflected from the floor, from two lateral walls (Fig. 4f).

Fig. 3. Spatial distribution of \((h/h_{\text{max}})^2\) on the observation plane \(z = 1.5 \, \text{m}\) for the time \(t\): a) 1.5 ms, b) 3 ms, c) 5.8 ms. The cutoff frequency \(f_c\) of 3000 Hz.

Fig. 4. Mapped distribution of \((h/h_{\text{max}})^2\) on the observation plane \(z = 1.5 \, \text{m}\) for the time \(t\): a) 7 ms, b) 7.5 ms, c) 7.7 ms, d) 8.5 ms, e) 9 ms, f) 10 ms. The cutoff frequency \(f_c\) of 3000 Hz.
3.2. Prediction of the decay times

Equation (17) determines the decay function $L_d$ obtained via the backward integration of the squared RIR. Based on changes in this function, the decay times EDT, $T_{10}$, $T_{30}$, and LDT were evaluated on the observation plane $z = 1.5$ m lying 0.5 m above the source plane. The early decay time (EDT) is defined as the decay time predicted from a decrease in $L_d$ from 0 to $-10$ dB, multiplied by the factor of 6. $T_{10}$ is defined as the decay time estimated from a drop of $L_d$ from $-5$ to $-15$ dB, multiplied by the factor of 6. Further, $T_{30}$ is the decay time estimated from a decrease in $L_d$ from $-5$ to $-35$, multiplied by the factor of 2. Finally, the late decay time (LDT) is defined as the decay time with the limits of $-25$ and $-35$ dB in the decay function $L_d$, multiplied by the factor of 6. In order to determine the decay times, the linear regression was used for finding fit lines to appropriate parts of the decay function $L_d$. It is important to note that both decay times EDT and $T_{10}$ characterize a decrease in the sound energy level during the initial decay of sound. However, EDT is much more influenced by early reflections than $T_{10}$ because, as found by Bradley and Wang (2010), the ratio LDT/$T_{10}$ should be equal to one when the sound decay is exponential, but this may not necessarily occur with the ratio LDT/EDT.

The calculation results showing distributions of the decay times on the observation plane $z = 1.5$ m for three different values of the cutoff frequency $f_c$ are depicted in Figs. 5–7. The plots in these figures have a form of filled contour maps which are a two-dimensional representation of three-dimensional data. As it may be seen, the distributions of the decay times are highly irregular despite the fact that a uniform distribution of the sound absorption by the room walls was assumed. They are also influenced by the number $M$ of modes in a series expansion of the RIR because they change significantly as the frequency $f_c$ increases. Another interesting property is a decrease in the decay times with an increase of the value of $f_c$. This regularity can be noted by comparing Figs. 5–7 and it is evidently seen in Table 1 depicting the ranges of the decay times for the considered values of $f_c$.

Equations (18)–(20) indicate that the observed variations in the decay times result from a dependence of the RIR function on the receiver position. In addition, these changes follow from the fact that the RIR is bandpass filtered because it is determined for modes with the natural frequencies $f_{n_x,n_y,n_z}$ smaller than the cutoff frequency $f_c$. Another problem, which is worth to consider, is the character of the sound decay at the receiver location because differences between decay times during the early and late stages of the decay may affect the assessment of the acoustic quality of a room (Bradley, Wang, 2005, 2010; Ermann, 2007). This issue has been analyzed for two receiving positions: $x = 4$ m, $y = 2$ m, $z = 1.5$ m and $x = 7$ m, $y = 4$ m, $z = 1.5$ m, where the minimal and maximal values of the decay times were noted. The simulation

![Fig. 5. Mapped distribution of decay times: a) EDT, b) $T_{10}$, c) $T_{30}$, d) LDT, on the observation plane $z = 1.5$ m for the cutoff frequency $f_c$ of 250 Hz.](image_url)
Fig. 6. Mapped distribution of decay times: a) EDT, b) $T_{10}$, c) $T_{30}$, d) LDT, on the observation plane $z = 1.5$ m for the cutoff frequency $f_c$ of 500 Hz.

Fig. 7. Mapped distribution of decay times: a) EDT, b) $T_{10}$, c) $T_{30}$, d) LDT, on the observation plane $z = 1.5$ m for the cutoff frequency $f_c$ of 1000 Hz.
Table 1. Ranges of the decay times EDT, $T_{10}$, $T_{30}$, and LDT on the observation plane $z = 1.5 \text{ m}$ for different values of the cutoff frequency $f_c$.

<table>
<thead>
<tr>
<th>$f_c$ [Hz]</th>
<th>EDT</th>
<th>$T_{10}$</th>
<th>$T_{30}$</th>
<th>LDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>1.77–2.52</td>
<td>1.94–2.58</td>
<td>2.18–2.51</td>
<td>2.05–2.67</td>
</tr>
<tr>
<td>500</td>
<td>1.48–2.46</td>
<td>1.56–2.48</td>
<td>1.98–2.43</td>
<td>1.91–2.58</td>
</tr>
<tr>
<td>1000</td>
<td>1.36–2.20</td>
<td>1.54–2.30</td>
<td>1.80–2.31</td>
<td>1.75–2.49</td>
</tr>
</tbody>
</table>

results obtained at these points are shown in Figs. 8 and 9. They illustrate the changes in $h/h_{\text{max}}$ and the decay function $L_d$ over time for the values of $f_c$ previously considered and provide information about the predicted decay times. The simulation data give an insight into the nature of sound decay, in particular, they indicate that, regardless of the character of temporal changes in the RIR, the Schroeder integration method creates a monotonic and smooth decay function which allows an easy estimation of the decay times. The calculation results also demonstrate the regularity that the estimated decay times decrease with increasing of the cutoff frequency $f_c$. Moreover, in all cases the observed changes in the decay function $F_d$ are almost linearly dependent on the time, suggesting a nearly exponential nature of the sound decay.

The regularity that the decay times depend on the cutoff frequency $f_c$ is connected with the structure of the room impulse response because the RIR is, in fact, a superposition of the reverberant responses of the individual modes. In a rectangular room there are three fundamental groups of modes: the axial modes (two modal indices are zero), the tangential modes (one modal index is zero), and the oblique modes (all modal indices are nonzero). A reverberant behavior of the modes is characterized by the modal decay time given by (Kuttruff, 2009)

$$T_{\text{mod}} = \frac{3 \ln(10)}{r_{n_x n_y n_z}}, \quad \text{(29)}$$

where the modal damping coefficient $r_{n_x n_y n_z}$ is determined by Eq. (24). Thus, for the analyzed rectangular room there are only seven different values of the modal decay time. These values are collected in Fig. 10a.
Fig. 9. Changes in $h/h_{\text{max}}$ and the decay function $L_d$ over time at the receiving point: $x = 7$ m, $y = 4$ m, $z = 1.5$ m, for the cutoff frequency $f_c$: a), b) 250 Hz, c), d) 500 Hz, e), f) 1000 Hz.

Fig. 10. a) Modal decay time $T_{\text{mod}}$ for different types of modes, b) changes in the ratio $M_{\text{mod}}/M$ with increasing the cutoff frequency $f_c$. 
together with the corresponding modal indices defining the type of modes. These data show that $T_{\text{mod}}$ is the biggest for the axial modes and the smallest for the oblique modes. The time behavior of the RIR depends on the fact of which types of modes are dominant during a sound decay. Since the RIR is determined by a series then it is reasonable to assume that the ratio between the number $M_{\text{mod}}$ of modes of a given type and the number $M$ of all modes in the series is an indicator of a modal influence on the RIR. The number $M$ is related to the cutoff frequency $f_c$ via Eq. (27), then, knowing $M_{\text{mod}}$, it is easy to find the dependence of the ratio $M_{\text{mod}}/M$ on the frequency $f_c$ for each type of modes. The calculation results presented in Fig. 10b prove that a contribution of axial and tangential modes in the RIR is relatively small and the ratio $M_{\text{mod}}/M$ corresponding to these modes decreases with an increase of $f_c$. On the contrary, the ratio $M_{\text{mod}}/M$ for the oblique modes increases fastly with the growth of $f_c$ and reaches the value of about 84% for $f_c$ equal to 1000 Hz. These facts explain why the decay times are getting smaller with increasing of the cutoff frequency $f_c$.

The simulation results in Figs. 8 and 9 were gained when all modes with the natural frequencies from the frequency band $(0, f_c)$ were included in the RIR. However, the knowledge about the character of the sound decay, in particular, frequency bands such as octaves or one-third octaves is equally important. In this case a bandpass filtering of the RIR is realized by summing up such components of the series in Eq. (17) for which $f_l < f_{x,y,z} < f_u$, where $f_l$ and $f_u$ are the lower and upper limits of the frequency band. Using this procedure, temporal changes in the decay function $L_d$ at the considered receiving points were computed for the octave bands with the centre frequency from 31.5 Hz to 1000 Hz, and the results are shown in Figs. 11 and 12. The simulation data obtained at the

![Fig. 11. Temporal changes in the decay function $L_d$ at the receiving point:](image)
first receiving point can be easily interpreted because an inspection of the plots in Fig. 11 enables recognizing the sound decay as approximately exponential in each octave band. At the second receiving point a situation is different because the results in Fig. 12 discover a high influence of the frequency band on the character of the sound decay. For example, for the octave band with the centre frequency of 31.5 Hz wavy changes in $L_d$ plot are observed (Fig. 12a) and this is due to a presence of sum and difference tones in the decay function (Eqs. (18)–(20)). On the other hand, for the octave bands with centre frequencies of 250 Hz, 500 Hz, and 1000 Hz the sound decay appears to be approximately exponential (Figs. 12d–f). However, for the remaining octave bands, changes in the decay function are highly nonlinear showing that in a rectangular room multiple-slope sound decays may also occur.

4. Summary and conclusions

Sound decay inside enclosures has been studied for many years because the decay times are the main parameters used for assessment of the acoustic quality of rooms. A method commonly used for predicting the indoor reverberation characteristics bases on the Schroeder backward integration of the squared RIR. The paper presents a novel method for a theoretical description of the sound decay in rooms including modelling of the RIR via the wave method and finding the decay function by the use of the Schroeder integration method. The method is designed for lightly damping rooms of an arbitrary shape. The modelling of the RIR was based on a solution of the wave equation in a series form whose components describe modal responses to the impulse source and a band-limitedness of the RIR results from a finiteness of this series. Theoretical
considerations have been accompanied with numerical simulations carried out for a rectangular room. The calculations have shown that the RIR can be used to reconstruct the structure of a sound field in an early stage of the sound decay and this reconstruction is more faithful when band-limitedness of the RIR becomes smaller. In order to properly characterize the reverberant properties of the room, four decay times: EDT, $T_{10}$, $T_{30}$, and LDT were calculated based on changes in the decay function. The simulation results have shown that distributions of decay times inside a room are highly irregular despite the fact that a uniform distribution of sound absorption by the room walls was assumed. Furthermore, these times decrease when band-limitedness of the RIR becomes smaller and this regularity results from increasing of the number of oblique modes in the RIR function. The simulation data obtained for the octave bands have demonstrated a high influence of the frequency band on the character of the sound decay and the predicted decay times. They also show that for some cases changes in the decay function are strongly nonlinear proving that even in a simple rectangular room multiple decay processes may occur.
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