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M. Seredyńska, Warszawa, Poland, and A. Hanyga, Bergen, Norway

Received July 27, 2004; revised November 15, 2004
Published online: March 30, 2005 � Springer-Verlag 2005

Summary. Existence, uniqueness and dissipativity is established for a class of nonlinear dynamical systems

including systems with fractional damping. The problem is reduced to a system of fractional-order dif-

ferential equations for numerical integration. The method is applied to a nonlinear pendulum with frac-

tional damping as well as to a nonlinear pendulum suspended on an extensible string. An example of such

a fractional damping is a pendulum with the bob swinging in a viscous fluid and subject to the Stokes force

(proportional to the velocity of the bob) and the Basset-Boussinesq force (proportional to the Caputo

derivative of order 1/2 of the angular velocity). An existence and uniqueness theorem is proved and

dissipativity is studied for a class of discrete mechanical systems subject to fractional-type damping. Some

particularities of fractional damping are exhibited, including non-monotonic decay of elastic energy. The

2:1 resonance is compared with nonresonant behavior.

Notation

Da Caputo derivative
u0 ¼ Du ordinary derivative; f � gðtÞ ¼

R t

0 f ðt� sÞgðsÞds

/ libration angle
n relative spring extension in an extensible pendulum

1 Introduction

Fractional models of viscous damping play an important role in engineering, seismic wave

attenuation and polymer rheology. Fractional derivatives represent the singularity of a

hereditary viscous kernel, which is its most important aspect, responsible for qualitative dif-

ferences between singular and regular memory models. Most studies of fractional viscoelasticity

are based on analytic methods, which are applicable to linear models [1], [2], [3].

Nonlinearity is another important aspect of engineering structures and rheology. Nonlin-

earity can be studied jointly with kernel singularity by numerical methods. In this paper we

focus on simple discrete dynamical systems. In numerical modeling distributed dynamical

systems are typically reduced to discrete systems with many degrees of freedom by the appli-

cation of the Galerkin method and the focus shifts to the propagation of the oscillations.

Furthermore, nonlinear mechanical systems with fractional damping include well established
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physical effects such as a pendulum swinging in a viscous fluid and subject to the Stokes force

and the Basset-Boussinesq force [4].

In addition to a variety of examples and comparisons, we shall also discuss general condi-

tions for well-posedness and dissipativity of the initial-value problems representing discrete

mechanical systems. By choosing a mechanical system with two degrees of freedom for

numerical analysis we are able to demonstrate interaction of fractional damping with reso-

nances, nonlinear interactions and viscous coupling.

Last but not least, the paper also serves as a demonstration of a method of integrating

systems of ordinary differential equations with fractional derivatives using a recently developed

predictor-corrector algorithm [5].

For accuracy test the elastic energy is numerically determined and compared with the

accumulated energy dissipation. The energy of a mechanical system with fractional damping –

like in the case of a viscoelastic medium [6]–[8] – is not uniquely defined by the equations of

motion. In view of the numerical algorithm applied we have chosen as the energy of the

pendulum the energy of the Hamiltonian system obtained by deleting the fractional damping

terms from the equations of motion. This energy does not decay monotonically due to the

inertial and elastic effects implicit in fractional damping [9]. In the case of fractional damping of

order 0 < a � 1 it is however possible to construct a monotonically decaying energy [10]. Such

an energy is a history functional, or, equivalently, it depends on internal variables which cannot

be determined by the numerical algorithm adopted in this paper. It can however be determined

if an algorithm based on an idea of Yuan and Agrawal [11], [12] is used.

We shall consider the generic initial-value problem (IVP)

Au00 þ
XN

k¼1

BkDak u ¼ f ðt;uÞ; ð1Þ

uð0Þ ¼ c0; Duð0Þ ¼ c1 ð2Þ

for u: ½0;T� ! Rd, where D ¼ d=dt, Dak u denotes the Caputo fractional derivative of order ak

([13] and Eq. (9) below), 0 < ak < 2, A, Bk represent d� d matrices and f is a function defined

on a subset of ½0;T� � Rd with values in Rd, Lipschitz-continuous with respect to the second

argument. The choice of the Caputo fractional derivative is consistent with the IVP formulation

in terms of initial values of u and u0 [24].

In particular, Eq. (1) can represent a nonlinear damped pendulum. A distributed system

described in terms of a system of partial differential equations with fractional time derivatives

can also be reduced to Eq. (1) by applying the Galerkin method in a suitable basis of functions

of the spatial coordinates, such as orthogonal polynomials [14] or finite element shape functions

[15].

2 Existence and uniqueness

Consider a class of initial-value problems

u00 þ K1 � u00 þ Cu0 þ K2 � u0 þ Gu ¼ f ; ð3Þ

uð0Þ ¼ u0; u0ð0Þ ¼ v0; ð4Þ

where K1;K2 are matrix-valued kernels. Let va denote the homogeneous distribution on the real

line

170 M. Seredyńska and A. Hanyga



vaðtÞ :¼ ta�1=CðaÞ t > 0
0 t < 0

�

ð5Þ

[16]. Fractional damping models correspond to the following special case:

K1 ¼
Xn

k¼1

v2�ak
Bk; 1 < ak < 2; k ¼ 1; . . . ;n;

K2 ¼
Xm

l¼1

v1�bl
El; 0 < bl < 1; l ¼ 1; . . . ;m ð6Þ

equivalent to

u00 þ
Xn

k¼1

BkDak uþ Cu0 þ
Xm

l¼1

ElD
bl uþ Gu ¼ f ; ð7Þ

uð0Þ ¼ u0; u0ð0Þ ¼ v0; ð8Þ

where Da denotes the Caputo fractional derivative

Daf ¼ v½a��aþ1 � D½a�f ð9Þ

(½a� :¼ supfn 2 Zþ j n � ag). We shall later need the assumption that Bk;C;El;G � 0. A d� d

matrix inequality M � 0 is defined as hv;Mvi � 0 for every v 2 Rd. An apparently more general

problem

Au00 þ
Xn

k¼1

BkDak uþ Cu0 þ
Xm

l¼1

ElD
bluþ Gu ¼ f ; ð10Þ

uð0Þ ¼ u0; u0ð0Þ ¼ v0 ð11Þ

with A > 0 can be reduced to Eq. (7) by replacing the matrices Bk;C;El;G by A�1=2BkA�1=2; . . .

and u by U ¼ A1=2u. The kernels K1;K2 are in general not integrable over Rþ. The kernels (6)

are however completely monotonic [17]

ð�1ÞnDnKjðtÞ � 0 8t > 0; 8n � 0; j ¼ 1; 2

and locally integrable.

Theorem 1: Let K1;K2 2L1
loc.

Equation (3) has a unique solution u 2 W1
loc.

Proof: Let R1 be the resolvent of K1 [18]. The resolvent equation

R1 þ R1 � K1 ¼ K1 ð12Þ

implies that

u00 ¼ R1 � F � F; ð13Þ

where

F :¼ Cu0 þ K2 � u0 þ Gu� f :

Equation (13) can be rewritten in terms of an auxiliary variable v :¼ u0;

w;t þ Xwþ Y �w ¼ g; ð14Þ

wð0Þ ¼ w0; ð15Þ

where
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w ¼
u

v

" #

; w0 ¼
u0

v0

" #

; ð16Þ

X :¼
0; �1

G; C

" #

; ð17Þ

Y :¼
0; 0

�R1G; K2 � R1 � K2 � R1C

" #

; ð18Þ

g ¼
0

f

" #

: ð19Þ

By the variation of constants formula the solution of Eq. (14) satisfies the Volterra equation

wþ e�tX � Y �w ¼ e�tXw0 þ
Z 1

0

e�Xðt�sÞgðsÞds: ð20Þ

Since e�tX � Y 2L1
loc, Eq. (20) has a unique solution w 2L1

locðRþÞ.
The kernel K2 given by Eq. (6) is nonnegative, nonincreasing and convex on Rþ. h

Stronger results can be obtained for the cases of either K1 ¼ 0 or K2 ¼ 0, with the remaining

kernel K2 or K1 nonnegative, nonincreasing and convex. We recall that a matrix-valued

function MðtÞ is said to be nonnegative, nonincreasing and convex if for every vector y the real-

valued function yTMðtÞy is nonnegative, nonincreasing and convex. Note that the kernels (6)

have the required properties if

Bk;C;El;G � 0: ð21Þ

Theorem 2: If one of the following conditions is satisfied:

(i) K2 ¼ 0, K1 ¼ K11 þ K12, K12 2L1ðRþÞ, K11 is nonnegative, nonincreasing and convex and

det s2 1þ ~K1ðsÞ
� �

þ sCþ G
� �

6¼ 0;

(ii) K1 ¼ 0, K2 ¼ K21 þ K22, K22 2L1ðRþÞ, K21 is nonnegative, nonincreasing and convex and

det s2I þ sCþ s ~K2ðpÞ þ G
� �

6¼ 0

and f 2LqðRþÞ, then u 2 W2
q ðRþÞ.

Proof:

Case (i):

The equation

u00 þ K1 � u00 þ Cu0 þ Gu ¼ f

can be solved for u00 by applying the resolvent R1 of K1:

u00 þ Cu0 þ Gu� R1 � Cu0 � R1 � Gu ¼ f � R1 � f :

By the Shea-Wainger theorem ([19, Theorem 1]) R1 2L1ðRþÞ \ CðRþÞ. An equivalent first-

order system

u0 � v ¼ 0;
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v0 þ Cvþ gu� R1 � Cv� R1 � Gu ¼ f � R1 � f

has the form of (14). The solution (20) involves convolutions of R1 with exponential functions.

Such functions are integrable. The assertion of the theorem follows from the fact that con-

volution with an integrable kernel maps a Lebesgue space LqðRþÞ into itself, for 1 � q � 1.

Case (ii):

Let R2 denote the differential resolvent of K2, i.e., the solution of the problem

R02 þ K2 � R2 ¼ 0; R2ð0Þ ¼ I;

where the prime denotes the derivative. Since K2 is nonnegative, nonincreasing, convex on Rþ,

integrable on ½0; 1� and det pI þ ~K
� �

6¼ 0, Theorem 1 [19] implies that R2 2L1ðRþÞ. Setting
v :¼ u0 and applying the differential resolvent to the equation

Dvþ Cvþ K2 � vþ Gu ¼ f

with the initial condition vð0Þ ¼ v0, we get an equivalent formulation of the same problem

vþ R2C � v ¼ R2v0 þ R2 � f � R2G � u;

where R2G � u :¼ R2 � ðGuÞ. Since

det 1þ ~R2ðpÞC
� �

¼ det pI þ ~K2ðpÞ
� ��1

det pI þ Cþ ~K2ðpÞ
� �

6¼ 0

the Paley-Wiener theorem [20] implies the existence of a resolvent R3 2L1ðRþÞ of the kernel

R2C. Consequently

v ¼ R4v0 þ R4 � f � R4G � u;

where R4 :¼ R2 � R3 � R2 2L1ðRþÞ \ CðRþÞ. h

In the following sections, we shall consider the nonlinear generalization of Eq. (3) with

f ðtÞ ¼ gðt;uðtÞ;DuðtÞÞ. It is sufficient to assume that the substitution operator

N : ðuð�Þ; vð�ÞÞ ! gð�;uð�Þ; vð�ÞÞ is a Nemytskii operator [21], i.e., g is a Carathéodory function

on Rþ � Rd � Rd (measurable with respect to the first argument, jointly continuous in the last

two arguments for almost all the values of the first argument), satisfying a growth condition

jgðt;u; vÞj � aðtÞ þ bjujp=q þ cjvjp=q

p; q � 1, a 2Lq, b; c � 0. The substitution operator maps Lp into Lq. The inclusion

Lqð½0;T�Þ �Lpð½0;T�Þ holds for an arbitrary positive number T and q � p and the convolution

with an integrable resolvent kernelRmapsLpðRþÞ into itself. In the applications below p=q ¼ 2.

Since the kernel is also bounded on ½0;T� for a sufficiently small T; the Banach contraction

theorem can be applied to show the existence and uniqueness of a local solution u 2 W2
pð½0;T�Þ.

3 Dissipativity

We now turn to dissipativity of Eq. (1), assuming that f is a potential operator,

f ðt;uÞ ¼ �ruFðuÞ and that the orders of the fractional derivatives satisfy the inequality

0 < ak < 1. Multiplying Eq. (1) by u0T we have

d

dt

1

2
ðu0Þ2 þ FðuÞ

� �

þ u0
T
Cu0 þ

Xn

k¼1

1

Cð1� akÞ
u0

T
Bkt�ak � u0 ¼ 0: ð22Þ

The kernels t�ak are of positive type [18], C;Bk � 0, hence the elastic energy cannot increase

above its original value
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1

2
ðu0Þ2 þ FðuÞ

� �T

0

¼ �Dð½0;T�Þ � 0; ð23Þ

where Dð½0;T�Þ denotes the accumulated dissipated energy

Dð½0;T�Þ :¼
Z T

0

u0
T
Cu0 þ

Xn

k¼1

1

Cð1� akÞ
u0

T
Bkt�ak � u0

" #

dt: ð24Þ

In order to prove dissipativity for an operator containing fractional derivatives of order

1 < a < 2; we consider the quadratic form defined for arbitrary smooth compactly supported

functions / : R! R;

Q½/� :¼
Z T

�1
/ðtÞv2�a � /0ðtÞdt;

where

vcðtÞ :¼ tc�1=CðcÞ t > 0
0 t � 0

�

for arbitrary c 2 C [16]. Integration of the convolution integral by parts in the distributions

sense yields another expression for Q½/�:

Q½/� ¼
Z T

�1
/ðtÞv1�a � /ðtÞdt:

Since v1�a is a homogeneous distribution, it belongs to the Schwartz space S0ðRÞ ([22], vol. I,
Sec. 7.1). The Laplace transform of v1�a is sa�1 and its real part jsja�1 cosðða� 1ÞwÞ, w ¼ arg s,

is nonnegative in the right half-plane �p=2 � w � p=2 if 1 < a < 2. By Theorem 8.3.11 in [23]

Q½/� � 0 for every / 2L2ðR; RÞ. In particular for /ðtÞ ¼ u0ðtÞ, t > 0, /ðtÞ ¼ 0 for t < 0 the

accumulated dissipated energy counted from t ¼ 0 is nonnegative.

This shows that the accumulated dissipation is nonnegative if the dampers are represented by

fractional time derivatives of order 0 < a < 2 with nonnegative coefficients. The elastic energy

decreases with respect to its original value. In contrast with the classical dissipation model

C > 0; Bk; Ek ¼ 0 the decay of the elastic energy is not monotone. It is however possible to

redefine the energy by adding a history-dependent part in such a way that the new energy

decreases monotonely [10] or is conserved. Non-monotone energy decay can however be ex-

plained as due to a dissipative interaction of the pendulum with the damper. In this case the

damper (the viscous fluid) returns part of the absorbed energy to the pendulum.

4 Reduction to a system of equations of fractional order

Lemma 3:

(1) If 0 < a < 1 and m is a positive integer then DaDmf ¼ Daþmf .

(2) If m� 1 < b < m, 0 < a < 1, aþ b � m and Dbf ð0Þ ¼ 0, then DaDbf ¼ Daþbf .

We now consider an IVP

Xm

k¼1

AkDaku ¼ f ðuÞ;
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Dkuð0Þ ¼ uk; k ¼ 0; . . . ;n� 1 ð25Þ

with 0 < a1 < . . . ak�1 < ak < . . . am, n� 1 < am � n,

fak j k ¼ 1; 2; . . . mg � fp=q j p 2 Ng

for some q 2 N. Let P be the largest value of p, P=q ¼ am.

We now define yp ¼ Dp=qu for all such p that the corresponding derivative appears explicitly

either in Eq. (25) or in the initial data. In the latter casep=q 2 N. For every yp which is a fractional

derivative of u we impose the initial condition ypð0Þ ¼ 0. Lemma 3 implies that the IVP

D1=qy0 � y1 ¼ 0

. . .

D1=qyp�2 � yp�1 ¼ 0

AmD1=qyP�1 þ
XP�1

p¼1

ypAp � f ðy0Þ ¼ 0

ð26Þ

with the initial data for ypð0Þ ¼ uk such that p=q ¼ k 2 N and ypð0Þ ¼ 0 otherwise is equiv-

alent to (25).

The homogeneous initial conditions for yp such that p=q 62 N are justified a posteriori by the

fact that the IVP (25) is equivalent to the original one. One can however prove that every

solution u 2 C2 satisfies these conditions [24], [25]. Existence, uniqueness and stability for

equations Dau ¼ f ðt;uðtÞÞ is studied in [26]. In particular

Theorem 4: Let c > b > 0 and suppose that F is a continuous function of ðt;Y ;ZÞ 2 ½0;T� � X,

uniformly Lipschitz continuous with respect to ðY ;ZÞ 2 X.

The initial-value problem

DcY ¼ Fðt;Y ;DbYÞ; ð27Þ

Yð0Þ ¼ Y0 ð28Þ

for Y : ½0;T�� ! Rd has a unique solution for T� � T, T� <1 [27].

Equation (26) was integrated by the FraPECE algorithm described in [5] and [28]. The

algorithm is a predictor-corrector algorithm of second-order accuracy. The error was con-

trolled by checking the deviation from the energy balance

Fig. 1. The error measured by the
ratio of ðEð0þÞ � EðtÞ � Dð½0; t�ÞÞ=
Eð0þÞ
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Eð0þÞ � EðtÞ � Dð½0; t�Þ 	 0;

where EðtÞ denotes the elastic energy at time t and the accumulated dissipated energy Dð½0; t�Þ is
calculated by integrating an additional set of equations. In all the cases studied the error grows

approximately linearly at the beginning and saturates at a value 10�4 for a step of 10�3 s (Fig. 1).

The order of the method is 1þ 1=q provided D1=qu 2 C2ð½0;T�Þ [27].

5 Examples: pendulum with fractional damping

5.1 General remarks

The effects of fractional damping will be examined for the extensible and inextensible pendu-

lum.

Fig. 2. Inextensible pendulum subject to ordinary and fractional damping of order 0.5 and 1.5
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The main difference between fractional damping and first-order damping is due to non-

locality of the time derivatives. In agreement with Sect. 3 the elastic energy decays with respect

to its initial value after the pendulum was deflected from the equilibrium. The elastic energy

decays monotonely if and only if the order of the damping is 1. In this case it exhibits stationary

points corresponding to the extremal positions of the pendulum (Fig. 4b). Fractional damping

results in local energy minima at the extrema of the pendulum (Fig. 4a, c). The increases of the

elastic energy are only temporary. Their origin can be traced back to the fact that the dissi-

pation rate is proportional to the product /0Da/; which changes sign, as can be seen from Fig. 3,

due to the phase shift between the fractional derivatives.

5.2 Inextensible pendulum

The inextensible pendulum is defined by the equation of motion

/00 þ ðg=LÞ sin /þ lsaDa/þ ks/0 þ msbDb/ ¼ 0; ð29Þ

/ð0Þ ¼ /0; /0ð0Þ ¼ _/0 ð30Þ

with the elastic energy

EðtÞ ¼ Hð/ðtÞ;/0ðtÞÞ ¼ 1

2
L2/02 þ gL 1� cosð/Þ½ �: ð31Þ

Fig. 3. Elastic energy decay and en-

ergy dissipation rate in a pendulum
with fractional damping of order 1/2

of libration and spring extension. The
phase shift of the fractional derivative

is shown in the second figure
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The energy dissipation rate is

dE

dt
¼ ½lsaDa/þ ks/0 þ msbDb/�/0: ð32Þ

An accuracy test is obtained by including the last equation with the initial value 0 and checking

the value of ½Eð0Þ � EðtÞ � DEðtÞ�=Eð0Þ, where EðtÞ :¼ Hð/ðtÞ;/0ðtÞÞ and DE is obtained by

integrating Eq. (32).

The elastic energy does not fully account for the energy of the pendulum [10]. There is

another ambiguity in the physical definition of the damping: the dampers can account for

Fig. 4. Energy decay and oscillations for half-integer and first-order extensible non-resonant pendulum
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dissipative energy exchange with external agents. In particular, the Basset force [4] acting on a

solid body accelerated in a viscous fluid is represented by a Caputo derivative of order 1/2 of its

velocity. The pendulum exchanges energy with the fluid, which provides an additional expla-

nation of non-monotone energy decay in this case.

5.3 Extensible pendulum

The extensible pendulum is a mass m suspended on a string in a gravitational field and allowed

to move in a vertical plane. The spring is attached at the other end and is assumed to satisfy the

linear Hooke’s law with the spring constant K . The rest length of the string is L and its actual

length, expressed in terms of elongation n, equals the distance r ¼ Lð1þ nÞ of the bob from the

suspension point. The Hamiltonian is given by the formula

H ¼ 1

2
ð1þ nÞ2/02 þ n02
h i

� ðg=LÞð1þ nÞ cosð/Þ þ ðK=mL2Þn2=2

¼ 1

2
p2

/=ð1þ nÞ2 þ p2
n

h i
� ðg=LÞð1þ nÞ cosð/Þ þ ðK=mL2Þn2=2;

ð33Þ

where pn :¼ n0, p/ :¼ ð1þ nÞ2/0. The equations of motion of a damped extensible elastic

pendulum are

Fig. 5. Energy decay and oscillations for half-integer-order extensible resonant pendulum
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/00 ¼ � g

L
sinð/Þ þ 2/0n0

h i
=ð1þ nÞ � ðlsaDa/þ ks/0 þ msbDb/Þ=ð1þ nÞ2

n00 ¼ g

L
cosð/Þ þ ð1þ nÞ/02 � K

m
n� l1s

aDan� k1sn
0 � m1s

bDbn;

ð34Þ

where s is a positive constant with the dimension ½T�, while l; l1; k; k1; m; m1 � 0 are dimen-

sionless. The initial conditions are assumed as

/ð0Þ ¼ 1; _/ð0Þ ¼ nð0Þ ¼ _nð0Þ ¼ 0:

An extensible pendulum without damping is an interacting system consisting of two oscillators:

the pendulum and the spring. The interaction is highly non-linear. The extension of the string

affects the period of the pendulum, which is a parametric excitation. The angular deviation of

the pendulum modulates the force acting on the string. During one pendulum swing the

gravitational force reaches its maximum four times. Resonant behavior is therefore expected if

the ratio of the string characteristic frequency to the pendulum characteristic frequency is 2:1.

A resonant behavior is however observed in the extensible pendulum for arbitrary frequencies

of the linearized systems.

In the figures below the oscillations and elastic energy plots are shown for half-integer and

integer-order oscillations. The same damping is applied to both degrees of freedom. Resonant

and non-resonant cases are distinguished. The elastic energy decays monotonely in the case of

an integer-order damping.

Fig. 6. Phase portraits for the half-integer-order extensible resonant and non-resonant pendulum
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Figure 6 shows a /� n phase plot. A boomerang-shaped phase plot indicates a 1:2 resonance

between the string and the pendulum.

Figure 7 shows some examples of oscillations and elastic energy decay for a ¼ 4=3.

6 Conclusions

Thermodynamic criteria for the damping effect have been extended to fractional derivatives of

order a > 1. The concept of a function of positive type allows imposing the dissipativity

Fig. 7. Energy decay, oscillations and phase portraits for 4/3-order damping of an extensible resonant

and non-resonant pendulum
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condition on the dynamics of a mechanical system. This applies in particular to fractional

damping.

The energy of a thermodynamic system with memory is not uniquely defined. The dissip-

ativity property is independent of the choice of the energy. In general nonlocal time operators

result in non-monotone energy decay. A monotonely decaying energy can be constructed for

fractional damping with a � 1 at the expense of dealing with energy defined in terms of a

history functional (or a function of internal state variables). More generally, Eq. (3) admits a

monotonely decaying energy if K1 ¼ 0 [10]. The time evolution of such an energy can be

calculated numerically if a different integration scheme is used [12], [11].

For numerical purposes of this paper we have defined the energy by the Hamiltonian. Even

though it has been proved merely that the energy never exceeds its value at the time of the first

deviation from equilibrium, numerical experiments show a general decrease of energy over

time, with only temporary increases. In the case of a pendulum oscillating in a viscous fluid the

temporary increases of energy can be associated with the energy exchange between the pen-

dulum and the fluid.

Time evolution of a fractionally damped system with a rational order derivative can be

calculated to high accuracy in terms of energy.
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