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I. INTRODUCTION

Polysaccharides, such as cellulose, are a major component of plant cell walls and, therefore, of biomass.1 Their degradation into simple sugars is accomplished by bacteria that produce the necessary enzymes known as cellulas. The cellulases are either secreted into the solvent or act together when the necessary enzymes known as cellulases. The cellulases are into simple sugars is accomplished by bacteria that produce

**ABSTRACT:** We construct two variants of coarse-grained models of three hexaoses: one based on the centers of mass of the monomers and the other associated with the C4 atoms. We determine the corresponding effective stiffness constants through all-atom simulations and two statistical methods. One method is the Boltzmann inversion (BI) and the other, named energy-based (EB), involves direct monitoring of energies as a function of the variables that define the stiffness potentials. The two methods are generally consistent in their account of the stiffness. We find that the elastic constants differ between the hexaoses and are noticeably different from those determined for the crystalline cellulose Iβ. The nonbonded couplings through hydrogen bonds between different sugar molecules are modeled by the Lennard-Jones potentials and are found to be stronger than the hydrogen bonds in proteins. We observe that the EB method agrees with other theoretical and experimental determinations of the nonbonded parameters much better than BI. We then consider the hexaose-Man5B catalytic complexes and determine the contact energies between their C4 atoms. These interactions are found to be stronger than the proteinic hydrogen bonds: about four times as strong for cellohexaose and two times for mannohexaose. The fluctuation dynamics of the coarse-grained complexes are found to be compatible with previous all-atom studies by Bernardi et al.
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is set at a larger length scale than in the MARTINI method, in which an effective atom is typically assigned to 3–4 atoms.

An example of models built along these lines has been developed by Srinivas et al.25 as well as Fan and Maranas.26 In both of these models, monosaccharides are represented by effective atoms that are placed either at the centers of mass (CM) of the entire monomeric unit or at the CM of the ring.26 The interactions between the consecutive monomers are described by three potentials, $V_r$, $V_\theta$, and $V_\phi$, representing the harmonic pseudobond, the bond angle potential, and the torsional (or dihedral) potential, respectively. They involve summations over all bonds and angles, but the individual term contributions are

$$V_r = \frac{1}{2} k_r (r - r_0)^2$$

$$V_\theta = \frac{1}{2} k_\theta (\theta - \theta_0)^2$$

and

$$V_\phi = \frac{1}{2} k_\phi (\phi - \phi_0)^2$$

correspondingly. (Other possible forms of $V_\phi$ will be discussed later.) The quantities $r_0$, $\theta_0$, and $\phi_0$ are the equilibrium values of $r$, $\theta$, and $\phi$ whereas $k_r$, $k_\theta$, and $k_\phi$ are the corresponding force constants. Srinivas et al.25 determine all of these parameters by the Boltzmann inversion (BI) method.27 They have evolved the system of 36 cellulososes of 80 units (in the crystalline case) in all-atom simulations with the CHARMM force field and the TIP3P water molecules, and determined the probability distributions of unit-to-unit distances and the relevant angles. These probabilities are then fitted to the Boltzmann factors that involve the effective empirical potentials. Srinivas et al.25 find that the results depend on whether the cellulosic material is amorphous (denoted as AM) or crystalline.

In the latter case, they also depend on the chain type: origin (OR) or center (CE) celluloses. The names relate to taking different chains from the monoclinic unit cell: OR is from the origin (corner) of the cell and CE is from its center. In the approach of Fan and Maranas,26 one assumes that the CG parameters are the same for OR, CE, and AM, but Srinivas et al. find variations between the forms. Both teams used the BI method.

Here, to compare with the cellulose, we consider three different hexaoses and construct CG models for them. Their structures, together with a schematic CG representation, are shown in Figure 1. We first ask how the resulting effective parameters differ from those obtained for the cellulose and to what extent they are affected by the variants of stereochemistry that differentiate between the hexaoses. Specifically, we consider cellohexaose, mannohexaose, and amylohexaose. They all contain six monosaccharide units with identical chemical composition. Each unit is a pyranose but the D-GLC units in cellohexaose are connected by the $\beta$ (1 → 4) glycosidic bonds whereas in amylohexaose by the $\alpha$ (1 → 4) bonds. Thus, amylohexaose has an overall helical shape while cellohexaose stays linear. On the other hand, in mannohexaose the units are connected like in cellohexaose, but the mannoses (D-MAN) are stereoisomers (or epimers) of D-GLC: on the C2 position the OH group in D-MAN points in the opposite direction than in D-GLC. We shall show that the stereochemistry does affect the parameters in the CG potentials.

In order to determine the parameters of the CG model, we use two methods: the BI and by an explicit determination of the mean energy as a function of its defining quantities: $r$, $\theta$, and $\phi$. We call this second method “energy based” (EB). We also consider two choices for the locations: at the CM of a monomer and at atom C4 on the sugar ring. C4 is selected due to its proximity to the CM. The C4-based representation is more convenient when analyzing structure fluctuations and more in tune with associating the degrees of freedom with the $\alpha$-C atoms in proteins.

We find that the BI and EB methods are consistent with one another and thus provide their mutual checks. However, the EB method comes with larger error bars and sometimes is hard to use. We find that switching from the CM to the C4 atoms brings a greater precision to the parameters. Other choices of the representative atom, like C1, reduce this precision.

At this stage, we switch the discussion from single hexaoses to systems of interacting polysaccharides. The interactions are through nonbonded couplings, such as HB’s. We represent them by the Lennard-Jones potentials with the length parameter $\sigma$ and the depth of $\epsilon$. One could determine these parameters by considering hexaose dimers, but in order to reduce the noise we extract them from simulations of the crystalline cellulose $\beta$-I. The additional advantage of this approach is that one can compare the CG parameters for the nonbonded interactions within the cellulose sheet and between the sheets. We also compare the derived couplings and elastic parameters to similar quantities in proteins. The coupling strengths are found to be consistent with those used.

**Figure 1.** Molecular dynamics snapshots of polysaccharides studied: (a) cellohexaose, (b) mannohexaose, and (c) amylohexaose. The red, gray, and white colors correspond to the atoms of O, C, and H, respectively. The black arrows show the orientation of the OH bonds at the C2 positions. The orientations in mannohexaose are opposite to those in cellohexaose. The orientations in amylohexaose follow the contour of the helix. Panel (d) illustrates the CG description in which we replace one monomer by one effective atom. The atom can be placed either at the CM or at the locations of the C4 carbon atoms. The CG variables are shown for the four consecutive effective particles, labeled, respectively, by $\alpha$, $\beta$, $\gamma$, and $\delta$ in the central part of the chain.
in the structure-based models of proteins. Parameters for bonded interactions between two, three, and four α–C atoms were derived using the BI and EB methods. Our set of parameters, especially the $k_\alpha$, capture the larger rigidity of α-helices over β-strands reported by Best et al. Finally, we consider the hexose-Man5B complex. Protein Man5B is a glycoside hydrolase so it is interesting to find a CG representation for such complexes. We derive effective nonbonded parameters for the sugar–protein interactions and then consider equilibrium root-mean-square fluctuations (RMSF) in the hexose-Man5B complexes. We show that our CG model leads to results which are consistent with the all-atom results. It distinguishes between various hexoses and allows for studies at much longer time scales.

II. METHODS

A. All Atom Simulation. The simulations were conducted with version 2.9 of the NAMD molecular dynamics simulation package. The polysaccharides were parametrized by GLYCAM-06 force field. The implicit solvent was used for cellohexaose and mannohexaose, whereas amylehexaose required being solvated with 10 000 TIP3P water molecules to avoid instabilities. The proteins were parametrized by the Amber force field. The solvation box for the β-hairpin of protein G (PDB: 1GB1) enclosed 14 630 TIP3P water molecules, 13 560 for the trypotphan cage (Trp-cage; PDB: 1L2Y), and for the hexose–Man5B protein complex (the structure file of Man5B is PDB: 3W0K) it is 23 340. The docking of the hexose ligands into the binding site in Man5B was performed using Autodock Vina software. The periodic boundary conditions were used to reduce the problem of the finite size effects. Numerical integration of Newton’s equations of motion involved the time step of 1 fs and the atomic coordinates were saved every 1 ps for analysis. The system equilibration was carried out in the following way: first 1000 steps of energy minimization were applied and then a short 0.5 ns run in the NPT ensemble was implemented to achieve the atmospheric pressure of 1 bar. For proteins, some restraints on the protein backbone were imposed to stay near the native structure during the NPT step. The production runs for the polysaccharides and proteins were carried out in the NVT ensemble for 40 ns at $T = 300$ K. The temperature was controlled by the standard Langevin algorithm and the pressure by the Langevin piston pressure control algorithm. The MDenergy plugin from the VMD package was used to compute the contributions of bonded and nonbonded energies. In our simulations of the cellulose $\beta$ allomorph, we considered 36 chains of 80 monomers each, as in ref 25 and the simulations lasted for 20 ns.

B. Boltzmann Inversion Method. The BI method allows for determination of parameters in a CG model by focusing on some degrees of freedom, $q$’s, such as the distance between the effective atoms or the bond angles formed by three sequentially consecutive effective atoms. The assumption is that in the canonical ensemble corresponding to temperature, $T$, independent degrees of freedom obey the Boltzmann distribution $P(q) = Z^{-1} e^{-U(q)/k_BT}$. Here, $Z = \int e^{-U(q)/k_BT} dq$ is the partition function and $k_BT$ the Boltzmann constant. $P(q)$ can be determined through the atomistic simulation of the reference system. Once this is done, one can derive the corresponding effective potential $U(q)$, also known as the potential of the mean force, through the inversion $U(q) = -k_BT \ln P(q)$. (Note that $Z$ enters $U(q)$ only as an additive constant.) Srinivas et al. have used an iterative version of the BI method in which one derives $P^{(n)}(q)$ through simulations in the CG system by assuming a starting effective potential $U^{(0)}(q)$ (typically Lennard-Jones) and then adjusting it iteratively through $U^{(n+1)}(q) = U^{(n)}(q) + k_BT \ln(P^{(n)}(q)/P(q))$ until the CG distribution matches the atomistic $P(q)$. Our calculations employ the simple BI method.

C. Energy-Based Approach for Calculation of Effective Bonded Interactions. An alternative method proposed here is to fit the mean atomistic energies to the functional dependence on $q$ as postulated in the CG model. This alternative approach serves as a verification of the results obtained by the BI method and does not assume that the variables $q$ are truly independent. The first example is the effective bond potential, $V_b^{(q)}$ which is defined between two effective atoms $\alpha$ and $\beta$ that are placed either on specific atoms, like C4, or at the CM of a molecular unit in a biopolymer. The atoms are separated by a time-dependent distance $r^{\alpha\beta} = |\mathbf{r}_\alpha - \mathbf{r}_\beta|$ which, generically, will be denoted as $r$. We assume that

$$V_b^{(q)}(r, r_0) = \frac{1}{2} k_b (r - r_0)^2$$

where $k_b$ is the spring constant and $r_0$ is the equilibrium length of the bond. These two parameters can be determined by evolving the atomistic system and monitoring its total energies, $E$, that correspond to narrowly defined bins in the values of $r$. These energies are expected to be distributed in the Gaussian fashion. We plot the mean value (E) of the E’s obtained within specific bins against $r$ as illustrated in the top left panel of Figure 2 for cellohexaose. We find that the dependence is indeed parabolic and determine the corresponding parameters. The data obtained for the third (central) unit in cellohexaose are expected to be the most reliable, but in order to estimate the error bars we perform the calculations also for the two bonds just off-center.

The CG effective bond angle potential involves three consecutive atoms denoted here as $\alpha$, $\beta$, and $\gamma$. It is represented as

$$V_\theta^{(q)}(R_\alpha, R_\beta, R_\gamma, \theta_0) = V_\theta^{(q)} + V_\theta^{(q)} + \frac{1}{2} k_\theta (\theta - \theta_0)^2$$

where $\cos(\theta) = \frac{r^{\alpha\beta} - r^{\beta\gamma}}{|\mathbf{r}_\alpha - \mathbf{r}_\beta|}$ is the angle between the three molecules (see Figure 1d). The first two terms on the right-hand side of eq 2 are the effective bond potentials for the $\alpha$ and $\beta$ and $\beta$ and $\gamma$. The last term in this equation is the effective bond angle potential which is typically represented by the harmonic potential. The determination of the force bending constant ($k_\theta$) and the equilibrium angle ($\theta_0$) is similar to the determination of $k_b$ and $r_0$ except that now the three body energies are monitored and the terms $V_\theta^{(q)}$ and $V_\theta^{(q)}$ are subtracted to get $E$. The procedure is illustrated in the middle panels of Figure 2 for cellohexaose. The error bars are determined by considering the three choices of the effective conjugate atoms: $1–2–3$, $2–3–4$, and $3–4–5$.

In a similar way, the effective torsion potential can be described by...
be represented by an effective harmonic term with \( k_{ab} \) such that 
\[
\epsilon = k_{ab}(\sigma^b)^2 \epsilon^3 - (\sigma^b)^3/3
\]
and \( \sigma = 2^{1/6} \sigma_0 \). The parameters are obtained in analogy to the procedure for the bond potential: one gets \( k_{ab} \) and \( \sigma_0 \) by first fitting to the harmonic potential near the minimum of the mean force, but then one infers about the \( \epsilon \) from \( k_{ab} \).

**D. Principal Component Analysis.** The molecular dynamics data are often too noisy for a direct identification of correlated motions that are important for biology. The principal component analysis (PCA) is a technique\(^{46-42} \) that allows to do so in a simple manner. The PCA protocol is applied to an atomistic trajectory of \( N \) particles, \( \mathbf{r}(t) = (x_1(t), y_1(t), \ldots, z_N(t))^T \), where \( T \) denotes transposition. First, one constructs the covariance matrix \( \mathbf{C} \) of \( \mathbf{r}(t) \) defined by
\[
\mathbf{C} = \langle (\mathbf{r}(t) - \langle \mathbf{r}(t) \rangle)_{t_{tot}}(\mathbf{r}(t) - \langle \mathbf{r}(t) \rangle)_{t_{tot}}^T \rangle_{t_{tot}}
\]
where \( \langle \rangle_{t_{tot}} \) denotes the time average over \( 0 \leq t \leq t_{tot} \). Then the symmetric \( 3N \times 3N \) matrix \( \mathbf{C} \) is diagonalized with an orthonormal transformation matrix \( \mathbf{R} \) such that
\[
\mathbf{R}^T \mathbf{C} \mathbf{R} = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_{3N})
\]
The columns of \( \mathbf{R} \) are the eigenvectors or principal modes. The eigenvalues \( \lambda_m \) are equal to the variance in the direction of the corresponding eigenvector. They can be organized so that \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{3N} \geq 0 \). The original trajectory, \( \mathbf{r}(t) \), can be projected onto the eigenvector to give the principal components \( p_i(t), i = 1, \ldots, 3N \) as follows:
\[
\mathbf{p} = \mathbf{R}^T(\mathbf{r}(t) - \langle \mathbf{r} \rangle)
\]
Note that \( p_i(t) \) represents the first principal component with the largest mean square fluctuation, i.e., with the most dominant motion. In practice, collective movements in proteins are identified by projecting the Cartesian trajectory coordinates along several principal components.

**III. RESULTS AND DISCUSSION**

**A. Potential Parameters for the Hexaoses.** Table 1 (top) shows the potential parameters obtained for the three hexaoses at \( T = 300 \) K by the two methods and for the two choices of the locations of the effective atom. They are compared to the stiffness parameters obtained for the cellohexaoses which are connected by the intrachain HB’s as shown in Figure 3. These HB’s are formed typically between the hydroxyl groups (\(-\text{O}_2\cdots\text{H}_2\)) such as \( \text{O}_2\cdots\text{H}_2\cdots\text{O}_2\cdots\text{H}_2\cdots\text{O}_2\). The best agreement between both methods is obtained for the C4 representation for which there is very little difference in \( k \) between cellohexaose and mannohexaose.

This outcome makes physical sense because an axial stretching of the chain should not be affected by the direction of the OH group which is perpendicular to the ring. The CM representation does not have this feature. We suggest to use \( 51 \) kcal/mol as the common value for \( k \) for the two hexaoses in the C4 representation. For amylohexaose, one may take half of this value.

In the bond-angle part, however, \( k_\theta \) for cellohexaose is twice as big as for the mannohexaose and there is not much difference between mannohexaose and amylohexaose. There is also very little difference in \( k_\theta \) between cellohexaose and mannohexaose though the common value depends on the representation: one may take \( 0.46 \) kcal/mol when using the C4 one. However, for amylohexaose \( k_\theta \) is about seven times larger. To summarize, for the C4 representation, we suggest

**Figure 2.** Left panels show the effective potentials computed by the EB method for cellohexaose at \( T = 300 \) K using the all-atom implicit solvent simulation. The lines correspond to the parameters listed in Table 1. The right panels show the atomistic energy distributions corresponding to the data points surrounded by squares shown in the panels on the left. The top panel corresponds to the two-body bond potential. The middle panels correspond to the effective three-body interaction describing the bond angle potential. The bottom panels correspond to the four-body interaction describing the dihedral terms.

\[
V_{\phi}(\mathbf{R}_{\alpha\beta\gamma\delta}, \mathbf{R}_{\alpha'\beta'\gamma'\delta'}) = V_{\phi}^{\alpha\beta\gamma\delta} + V_{\phi}^{\alpha'\beta'\gamma'\delta'} + V_{\phi}^{\alpha\beta\gamma'\delta'} + V_{\phi}^{\alpha'\beta\gamma\delta'} + f(\phi)
\]
where \( \phi \) represents the torsion angle between the \( \alpha, \beta, \gamma, \) and \( \delta \) atoms (see Figure 1 d). In order to get the needed \( E_s \), we first subtract all of the two-and three-body potentials and then determine the distributions of \( E_s \) within bins corresponding to \( \phi \). We consider two functional forms of \( f(\phi) \)
\[
f(\phi) = K_\phi[1 - \cos(\phi - \phi_0)]
\]
and
\[
f(\phi) = \frac{1}{2}k_\phi(\phi - \phi_0)^2
\]
depending on what dependence is found in a particular system. The cosine form is necessary for cellohexaose (see the bottom panel of Figure 2), mannohexaose (see Figure S1 in Supporting Information – S1), and in AM cellulose, as reported by Srinivas et al.,\(^{25} \) while the parabolic form works for amylohexaose and the crystalline cellulose. Near the minimum, the cosine form becomes parabolic with \( k_\phi = K_\phi \), so we use \( k_\phi \) to make comparisons. Since the statistics of the four-body terms in a six-unit chain are small, we determine \( k_\phi \) and \( \phi_0 \) through simulations of eight-unit chains.

The nonbonded interactions (the HB’s and ionic bridges) are represented by the Lennard-Jones potentials with the depth of the potential well \( \epsilon \) and the length parameter \( \sigma \). For small deviations away from the equilibrium this potential can

 DOI: 10.1021/acs.jpcb.5b06141

Table 1. Parameters Obtained for the CG Description of the Bonded Interactions in Three Hexaoses, the Cellohexaose with the Intrachain HB (Indicated by the HB Superscript) and Cellulose*

<table>
<thead>
<tr>
<th></th>
<th>BI</th>
<th>CM</th>
<th>EB</th>
<th>BI</th>
<th>C4</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_r$ [kcal/mol/Å²]</td>
<td>$r_0$ [Å]</td>
<td>$k_r$ [kcal/mol/Å²]</td>
<td>$r_0$ [Å]</td>
<td>$k_r$ [kcal/mol/Å²]</td>
<td>$r_0$ [Å]</td>
</tr>
<tr>
<td>cellohexaose</td>
<td>41.0 ± 2.4</td>
<td>5.305</td>
<td>51.1 ± 6.2</td>
<td>5.331</td>
<td>52.0 ± 2.6</td>
<td>5.340</td>
</tr>
<tr>
<td>mannohexaose</td>
<td>29.0 ± 2.2</td>
<td>5.299</td>
<td>36.3 ± 5.4</td>
<td>5.214</td>
<td>51.2 ± 1.2</td>
<td>5.330</td>
</tr>
<tr>
<td>amylohexaose</td>
<td>23.4 ± 1.8</td>
<td>4.960</td>
<td>22.4 ± 3.8</td>
<td>4.952</td>
<td>29.2 ± 1.2</td>
<td>4.910</td>
</tr>
<tr>
<td>cellohexaose$^\text{II\mbox{I}}$</td>
<td>100.8 ± 3.2</td>
<td>5.315</td>
<td>100.9 ± 7.7</td>
<td>5.300</td>
<td>85.4 ± 3.1</td>
<td>5.390</td>
</tr>
<tr>
<td>AM cellulose</td>
<td>115.68</td>
<td>5.228</td>
<td>-</td>
<td>-</td>
<td>46.1 ± 6.3</td>
<td>5.310</td>
</tr>
<tr>
<td>OR cellulose</td>
<td>219.31</td>
<td>5.283</td>
<td>-</td>
<td>-</td>
<td>45.3 ± 4.5</td>
<td>5.290</td>
</tr>
<tr>
<td>CE cellulose</td>
<td>368.10</td>
<td>5.250</td>
<td>-</td>
<td>-</td>
<td>104.2 ± 14.3</td>
<td>5.266</td>
</tr>
<tr>
<td>cellulose</td>
<td>179.92</td>
<td>5.237</td>
<td>-</td>
<td>-</td>
<td>102.1 ± 15.0</td>
<td>5.279</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>BI</th>
<th>CM</th>
<th>EB</th>
<th>BI</th>
<th>C4</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_\theta$ [kcal/mol/°]</td>
<td>$\theta_0$ [°]</td>
<td>$k_\phi$ [kcal/mol/°]</td>
<td>$\phi_0$ [°]</td>
<td>$k_\theta$ [kcal/mol/°]</td>
<td>$\theta_0$ [°]</td>
</tr>
<tr>
<td>cellohexaose</td>
<td>0.20 ± 0.04</td>
<td>220.0</td>
<td>0.13 ± 0.10</td>
<td>280.7</td>
<td>0.48 ± 0.02</td>
<td>190.0</td>
</tr>
<tr>
<td>mannohexaose</td>
<td>0.17 ± 0.03</td>
<td>190.0</td>
<td>0.20 ± 0.12</td>
<td>252.0</td>
<td>0.42 ± 0.04</td>
<td>197.0</td>
</tr>
<tr>
<td>amylohexaose</td>
<td>3.28 ± 0.06</td>
<td>−52.0</td>
<td>6.60 ± 0.23</td>
<td>−54.10</td>
<td>3.12 ± 0.08</td>
<td>−50.0</td>
</tr>
<tr>
<td>cellohexaose$^\text{II\mbox{I}}$</td>
<td>0.36 ± 0.04</td>
<td>195.0</td>
<td>0.31 ± 0.12</td>
<td>195.6</td>
<td>0.90 ± 0.03</td>
<td>200.0</td>
</tr>
<tr>
<td>AM cellulose</td>
<td>2.68</td>
<td>2240.0</td>
<td>-</td>
<td>-</td>
<td>0.30 ± 0.11</td>
<td>267.0</td>
</tr>
<tr>
<td>OR cellulose</td>
<td>11.0</td>
<td>1916.6</td>
<td>-</td>
<td>-</td>
<td>0.55 ± 0.30</td>
<td>208.8</td>
</tr>
<tr>
<td>CE cellulose</td>
<td>3.82</td>
<td>187.2</td>
<td>-</td>
<td>-</td>
<td>3.85 ± 0.21</td>
<td>−50.8</td>
</tr>
<tr>
<td>cellulose</td>
<td>0.60</td>
<td>180.0</td>
<td>-</td>
<td>-</td>
<td>185.0</td>
<td></td>
</tr>
</tbody>
</table>

*The values in the cells marked by the * symbol are cited after ref 25. The values in the cells marked by the † symbol are cited after ref 26—they have been obtained by using the ring center model which does not distinguish between the AM, OR, and CE forms of the cellulose. The data for the cellulose in the C4 representation have been obtained by us. The symbol ”C” (for “cosine”) in the last column indicates that the dihedral term is described by the cosine function and the value of $K_1$ is then equal to $k_\phi$.

**Figure 3.** MD snapshot of cellohexose chain with restraints inducing two kinds of intrachain HB: O3−H···O5 and O2−H···O6. All such HB’s are represented by dashed lines. The O and C atoms are in red and gray colors, respectively.

To use the following sets of values of parameters $k_r$, $k_\theta$, and $k_\phi$ in kcal/mol: (a) for cellohexose 51, 50, and 0.46; (b) for mannohexose 51, 25, and 0.46; (c) for amylohexose 25, 25, and 3.1, respectively. The system denoted as cellohexose$^\text{II\mbox{I}}$ in Table 1 corresponds to cellohexose to which the intrachain HB’s are added as restraints (see Table S1 in SI). The addition makes the cellohexose stiffer by a factor of 2 when judging by the values of $k_r$ and $k_\phi$, but it leaves $k_\theta$ unchanged.

Table 1 shows the results of Srinivas et al. 25 for the cellulose Iβ fibril which gets an extra stabilization provided by the HB’s between the chains. The chains form sheets connected by HB’s of the O−H···O kind, but the interactions between the sheets are substantially weaker because they are coupled by the C−H···O HB. These couplings will be discussed later. It is interesting to note that $k_r$ for cellohexose$^\text{II\mbox{I}}$ is nearly the same as $k_r$ for the amorphous cellulose, but $k_\phi$ and $k_\theta$ are much weaker. This is a signature of the fact that the local ground-state conformations are distinct.

In ref 25, the bonded parameters were derived in the CM representation and their results for the CE, OR, and AM
chains differ considerably from each other as shown in Table 1. In particular, the OR and CE chains are much stiffer than AM as evidenced by all elastic constants. If judged by $k_{oO}$, OR is stiffer than CE, but the values of the other two elastic constants suggest otherwise. However, when we use the C4 representation, the crystalline CE and OR become quite similar elastically which is expected more physically. The EB representation, the crystalline CE and OR become quite similar elastically which is expected more physically. The EB representation, the crystalline CE and OR become quite similar elastically which is expected more physically. The EB representation, the crystalline CE and OR become quite similar elastically which is expected more physically. The EB representation, the crystalline CE and OR become quite similar elastically which is expected more physically. The EB representation, the crystalline CE and OR become quite similar elastically which is expected more physically. The EB representation, the crystalline CE and OR become quite similar elastically which is expected more physically.

The thick black − one chain and O6 (b) shows two D-GLC chains belonging to a sheet. The O3 formed by two chains: at the origin (OR) and center (CE). Panel is sti...n crystallography at 1.60 resolution.50 Its set of secondary structures consists of 11 $\alpha$-helices and 12 $\beta$-strands. For our study protein Man5B, it comprises 330 residues and its structure has been solved by means of the X-ray crystallography. For these nonbonded couplings, the BI method works corresponding to the interaction between parallel D-GLC chains and 2.4 kcal/mol for the HB interactions between the sheets, independent of the CM or C4 representation (CM or C4). For these nonbonded pair correlations, the BI method works much worse than EB, mainly because it does not take into account the correlation between atoms such as in the pair correlation function. Moreover, the BI method gives only the optimal solution in the limit of a highly diluted system, and clearly some limitation of this technique must arise when dealing with crystalline systems. Thus, this method leads to a factor-of-6 overestimation of the energy parameters, when it is compared with typical HB's in solids.

**B. Potential Parameters for Proteins.** We now use the same BI and EB methodology to derive the stiffness and HB parameters for proteins to gain insight into the energy scales relative to the polysaccharides. The degrees of freedom are taken to be associated with the $\alpha$-C atoms. Unlike the polysaccharides, proteins are atomically inhomogeneous so we focus on parameters for simple secondary structures. We consider two peptides shown in Figure 5: the 16-residue $\beta$-hairpin from protein G studied in refs 46–48 and the 20-residue $\alpha$-hairpin protein, in which the (1−9) segment is an $\alpha$-helix and the (11−13) segment is a short 3−10 helix.49 We also study protein Man5B. It comprises 330 residues and its structure has been solved by means of the X-ray crystallography at 1.60 resolution.50 Its set of secondary structures consists of 11 $\alpha$-helices and 12 $\beta$-strands.

![Figure 4](image-url)

**Figure 4.** Panel (a) shows a view of the 36-chain microfibril model of the cellulose I/β allomorph in the plane perpendicular to the axis of polymerization. Axes a and b define the monoclinic unit cell formed by two chains: at the origin (OR) and center (CE). Panel (b) shows two D-GLC chains belonging to a sheet. The O3−H⋯O5 and O2−H⋯O6 intrachain HB's occur between monomers within one chain and O6−H⋯O3 interchain HB's are responsible for keeping the chains together. Panel (c) shows typical interchain HB’s in cellulose I/β; four types of intersheet HB’s are drawn by the faint cyan lines and numbered by the Roman numbers. Panel (d) shows the CG representation of a three-chain subsystem. The thick black lines represent the effective interchain interactions and the cyan lines the intersheet ones.

which shows two chains within a sheet of cellulose) and the intersheet bonds (see Figure 4c) which participate in the structural stabilization of the fiber. For cellulose I/β, there are two nonbonded energy scales: $\epsilon_{\text{inter-chain}}$ that represents the potential well for the effective interchain interaction within the planar sheets (mostly due to the O6−H⋯O3 HB), shown in Figure 4b, and $\epsilon_{\text{inter-sheet}}$ for the intersheet interaction, shown in Figure 4c. The combined view of the existing couplings is shown in Figure 4d. The latter energy scale includes HB of the type C−H⋯O, such as C2−H⋯O3 (Type-I), C2−H⋯O3 (Type-II), C6−H⋯O3 (Type-III), and C5−H⋯O3 (Type-IV).

Table 2 lists the nonbonded effective Lennard-Jones parameters $\epsilon_{\text{eff}}$ and $\sigma_{\text{eff}}$ for cellulose I/β in water at $T = 300$ K. They have been obtained for both CM and C4 representations and by the two methods (EB and BI). Fan and Maranas36 since the degrees of freedom are associated with the ring centers, which is less volatile than the CM of the unit and hence the differences between the types of chains become minor.

We now focus on the nonbonded interactions between two D-GLC monomers. They may arise within a single chain in positions O3−H⋯O5 and O2−H⋯O6 as shown in Figure 3 and, as we discussed in the context of cellohexaose48, these two HB’s are effectively included in the value of the bonded parameter $k_{oO}$ as they mainly restrain the axial elongation between 2 D-GLC monomers. Other important HB’s that are present in cellulose I/β are the interchain ones (see Figure 4b...
Table 2. Effective Nonbonded Parameters between D-GLC Monomers in Cellulose \( \beta \) Computed in the CM and C4 Representation

<table>
<thead>
<tr>
<th>nonbonded</th>
<th>( k_i ) ([\text{kcal/mol/Å}^2])</th>
<th>( \sigma_i ) ([\text{Å}])</th>
<th>( k_i ) ([\text{kcal/mol/Å}^2])</th>
<th>( \sigma_i ) ([\text{Å}])</th>
<th>( k_i ) ([\text{kcal/mol/Å}^2])</th>
<th>( \sigma_i ) ([\text{Å}])</th>
<th>( k_i ) ([\text{kcal/mol/Å}^2])</th>
<th>( \sigma_i ) ([\text{Å}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>interchain CE</td>
<td>50.860</td>
<td>7.740</td>
<td>50.221</td>
<td>7.500</td>
<td>50.221</td>
<td>7.500</td>
<td>50.221</td>
<td>7.500</td>
</tr>
<tr>
<td>intersheet I</td>
<td>28.050</td>
<td>4.004</td>
<td>27.940</td>
<td>14.26</td>
<td>27.940</td>
<td>14.16</td>
<td>27.940</td>
<td>14.16</td>
</tr>
<tr>
<td>intersheet II</td>
<td>30.120</td>
<td>5.050</td>
<td>30.002</td>
<td>15.17</td>
<td>30.002</td>
<td>15.17</td>
<td>30.002</td>
<td>15.17</td>
</tr>
<tr>
<td>intersheet IV</td>
<td>28.270</td>
<td>4.220</td>
<td>29.403</td>
<td>18.31</td>
<td>29.403</td>
<td>18.31</td>
<td>29.403</td>
<td>18.31</td>
</tr>
</tbody>
</table>

Figure 5. Top left panel shows the \( \beta \)-hairpin fragment of the 16 amino acid residues from the protein G. Top right panel shows the corresponding CG representation based on the positions of the \( \alpha \)-C atoms. This hairpin possesses two kinds of the native contacts between the \( \alpha \)-C atoms: five HB’s (or hydrophilic–hydrophilic) depicted in red and three hydrophobic (or hydrophobic–hydrophobic) depicted in blue. The bottom left panel shows the Trp-cage. 3-TYR forms two HB’s with 6-TRP and 7-LEU as highlighted. The bottom right panel shows the CG representation of the helical part of the protein together with the contacts (in red).

studies, we select the (129−164) segment which incorporates one \( \alpha \)-helix, one \( \beta \)-strand, and one coil.

1. Effective Bonded Interactions in Peptides. Figure 6 shows the sequential dependence of the bonded parameters for the segment in the Man5B protein. Table 3 shows the average values of these parameters for several examples of the secondary structures and loops—the average is over the sites in the structures. Both the BI and EB methods give nearly the same results for the \( k_i \) parameter \(-200\text{ kcal/mol/Å}^2\), independent of the location in the sequence. However, the angular elastic constants depend on the type of the secondary structure. On average, the \( \alpha \)-helix is found to be stiffer than the \( \beta \)-strand. This is consistent with the finding of Best et al.\(^{30}\) However, we observe that the difference is captured by the factor of 2 instead of 4, independent of the method used.

A common CG description of the dihedral part of the peptide bond has been inspired by all atom force fields where dihedral angles from the protein backbone are modeled by a Fourier expansion such as

\[
\sum_{\text{dih}} V_{\text{eff}} \frac{1}{2} [1 + \cos(n \phi - \delta_n)]
\]

Here, \( V_{\text{eff}} \) denotes the height of the energy barrier, \( \delta_n \) is the equilibrium dihedral angle, and \( n \) indicates the type of symmetry around the dihedral angle—typically, it corresponds to a threefold periodicity. It seems natural to use the same functional form to describe the effective dihedral CG potential. At a first approximation, the distances and angles behave nearly quadratically around their equilibrium values and the harmonic form for this potential can be used. However, the effective dihedral angles show a larger flexibility across the dihedral space than in all-atom simulation. This has been demonstrated, for instance, in ref 52 through an exhaustive exploration by means of all-atom replica exchange molecular dynamics of the atomistic structure of the \( \beta \)-hairpin fragment in a silk fiber. The overall simulation time reached 0.5 \( \mu \)s, and a good conformation sampling of dihedral space was obtained. The effective dihedral potential was parametrized by \( V(\phi) = \sum_{\text{dih}} K_{\text{dih}}[1 - \cos(\phi - \phi_0)] + K_{\text{dih}}[1 - \cos(3(\phi - \phi_0))]. \) By construction, this potential facilitates the search for native dihedral angles (\( \phi_0 \)) but it also allows for intermittent excursions to dihedral angles associated with high energy situations. In our studies we have not observed any of the above-mentioned functional forms for dihedral potential in the \( \alpha \)-C representation. Instead, the harmonic potential around the equilibrium (or native) dihedral angle appears to describe the dynamics in the folded state in an adequate way. As we see in Table 3, the average bonded parameters for the peptide segments agree between the methods, within the error bars, and only in the case of \( \alpha \)-helices in Trp-cage and Man5B does the BI method give force constants which are twice as big as the EB method. The
parameters obtained for the loops by the two methods are consistent with one another within the error bars. They can be used to properly describe the stiffness throughout the protein as the loops are regions that do not get extra stabilization through contact interactions. Figure 7 shows the effective quadratic energy profile for bonds, bond angles, and dihedral angles computed by the EB method in Trp-cage. Note that the harmonic description for dihedrals captures deviations from the native dihedral angle. Similar plots were obtained for the β-hairpin and Man5B proteins (data not shown).

2. Effective Nonbonded Interaction in Peptides. In the α-helix (1−9) segment of Trp-cage there are 11 native contacts

![Figure 6. Sequential dependence of the effective bonded parameters $k_r$, $k_\theta$, and $k_\phi$ for segment (129−164) in the Man5B. The elastic constants are associated with the smallest site index of the two consecutive residues involved. In this protein fragment is found a β-strand which is connected to an α-helix by a coil. Black solid and dashed red lines correspond to the BI and EB methods, respectively.

![Figure 7. Left panels show the effective potentials computed by the EB method for the segment (3−9) in Trp-cage at $T = 300$ K using the all-atom explicit solvent simulation. The lines correspond to the parameters listed in Table 1. The right panels show the atomistic energy distributions corresponding to the data points surrounded by squares shown in the panels on the left. The top panel correspond to the two-body bond potential. The middle panels correspond to the effective three-body interaction describing the bond angle potential. The bottom panels correspond to the four-body interaction describing the dihedral terms.](image-url)
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Table 4. Effective Nonbonded Lennard-Jones Parameters Computed for the Native Contacts in Trp-Cage and β-Hairpin

<table>
<thead>
<tr>
<th>Native Contact</th>
<th>α-C</th>
<th>β-Hairpin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BI</td>
<td>EB</td>
</tr>
<tr>
<td>Trp-cage (α-helix)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-TRY</td>
<td>6-TRP</td>
<td>5.102</td>
</tr>
<tr>
<td>3-TYR</td>
<td>7-LEU</td>
<td>9.63</td>
</tr>
<tr>
<td>4-ILE</td>
<td>7-LEU</td>
<td>5.230</td>
</tr>
<tr>
<td>4-ILE</td>
<td>8-LYS</td>
<td>9.10</td>
</tr>
<tr>
<td>5-GLN</td>
<td>8-LYS</td>
<td>4.020</td>
</tr>
<tr>
<td>5-GLN</td>
<td>9-ASP</td>
<td>7.10</td>
</tr>
<tr>
<td>β-hairpin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>43-TRP</td>
<td>54-VAL</td>
<td>9.82</td>
</tr>
<tr>
<td>44-THR</td>
<td>53-THR</td>
<td>7.72</td>
</tr>
<tr>
<td>45-TYR</td>
<td>52-PHE</td>
<td>10.22</td>
</tr>
<tr>
<td>46-ASP</td>
<td>51-THR</td>
<td>7.40</td>
</tr>
<tr>
<td>47-ASP</td>
<td>50-LYS</td>
<td>8.74</td>
</tr>
<tr>
<td>43-TRP</td>
<td>52-PHE</td>
<td>5.42</td>
</tr>
</tbody>
</table>

The chemical nature of the contact (the last column) is determined with the CSU method. The hydrophobic–hydrophobic contacts are denoted as HP and the hydrophilic–hydrophilic as HB, corresponding to putative hydrogen bonds.

between residues (ij) where j is equal to i+3 or i+4. The contacts correspond to HB’s between the hydrophobic group acceptor O=C(i) and the group donor N–H(j). We focus only on the 6 contacts in the (3–9) segment as these are the most stable during all atom simulations. In the β-hairpin we also study 6 of the most stable native contacts in the segment (43–54). These contacts are listed in Table 4 together with the obtained effective energy parameters. The EB method yields smaller values of εeff than BI—by a factor of 2. However, the EB values are consistent with the theoretically derived energy scales for the N–H···O=C HB in aqueous peptides: on the order of ~1.58 kcal/mol in a β-sheet and 1.93 kcal/mol in an α-helix.53 They are also consistent with experimental results.54 Comparable energy scales in HB’s have been used in structure-based CG models of proteins.25,26,27,28,29,30,31,32,33

Note that the BI method has been found to overestimate the strength of nonbonded interactions also for the cellulose 1Pβ—the method assumes statistical factorization of the degrees of freedom.

Note that contact energy analysis shows a clear heterogeneity in the parameter εeff, which can be attributed to the specific nature of the contact. If we take an average over the contacts in the β-hairpin, we get 1.6 kcal/mol for the hydrophobic–hydrophobic (HP) case and 1.2 kcal/mol for the hydrophilic–hydrophilic (HB) one. In the helical segment of the Trp-cage, two well-separated effective energy scales coexist. The larger (2.5 kcal/mol on average) is associated with the pairs of type i,i+4 and the smaller with i,i+3 (0.7 kcal/mol on average).

In order to estimate a single characteristic energy scale for each peptide we take the average over all native contacts. In this way, for β-hairpin the nonbonded energy scale is about 1.43 ± 0.30 kcal/mol and for the helical segment ~1.60 ± 0.90 kcal/mol. Altogether, one may take 1.5 kcal/mol as the average strength of the native contacts between α-C atoms. It is interesting to note that studies of protein stretching at constant speed have yielded εeff ≈ 1.6 kcal/mol when comparing to experimental results on the mechanostability, after making extrapolations to the experimental speeds.53

C. Hexaose–Man5B Complex. 1. Parametrization of the Hexaose–Protein Contacts. We now characterize the C4–α-C contacts between the catalytic pocket of Man5B and a hexaose. The identification of the contacts is made through the atomic overlap criterion.21,22 We represent all heavy atoms in the protein and in the sugar chain by spheres. The radii of the spheres are equal to the van der Waals radii multiplied by 1.24 to account for attraction. The radii of the spheres in the protein are taken from Tsai et al.,55 and in the sugar we use the GLYCAM-06 all-atom force field53 (see the van der Waal radii in Table S2 in SI).

A contact is declared to exist if two clusters of spheres, one formed by a residue and another by the sugar monomer, overlap. In this way, we find 29 contacts in the cellohexaose-Man5B and 28 contacts in the mannohexaose-man5B complexes. These contacts and their respective nonbonded binding energies are listed in Tables 5 and 6, respectively. The contacts form networks that are represented schematically in Figure 8.

In the case of cellohexaose, the central D-GLC3 makes 10 contacts and D-GLC4 7 contacts, whereas the other D-GLC monomers generate no more than 4 contacts. In the case of mannohexaose, the well connected central region expands: D-mannoheptaose makes 12 contacts, D-Man6 8 contacts, and D-Man7 6, but the connectivity of the last monomer drops from 4 to 2. The differences reflect the opposite orientation of the OH group on the C2 atoms. About 50% of the sugar–protein contacts are common for both maps.

The effective binding energy of the sugar–protein contacts will be denoted as εeff. They are determined by using only the EB method. For the cellohexaose–Man5B complex, it varies between 0.44 and 8.640 kcal/mol. The maximal value is for the contact between the third D-GLC monomer and HIS-83. For the mannohexaose–Man5B complex, it varies between 0.77 and 4.62 kcal/mol resulting in an overall weaker coupling of the mannohexaose compared to the cellohexaose. This finding is consistent with the large-scale all atom simulations by Benardi et al.,10 who suggest that the stronger binding of cellohexaose inhibits the enzymatic activity in Man5B complexes.

In CG simulations, it is convenient to use uniform values of εeff. For mannohexaose, we propose to take the double value.
of \( \epsilon_{\text{eff}} \) derived for proteins, i.e., about 3 kcal/mol. For cellohexaose, we propose to double it again—to 6 kcal/mol.

### 2. Coarse-Grained Studies of Hexaose—Man5B Complex

In this section we study sugar–protein interactions within our CG description. Our main purpose is to determine whether the simplified model captures the essential \( \alpha-C \) backbone fluctuations in the presence of a sugar substrate that are related to the enzymatic activity. In sections III and IV, all needed effective parameters for the bonded interactions in sugars and proteins were derived. Here, we choose the C4 representation when dealing with sugar chains and \( \alpha-C \) representation for proteins. Table 7 lists the simplified recommended values, discussed in section III, that we use in the CG simulations. In the C4 representation both cellohexaose and mannohexaose are described by almost the same set of bonded parameters; only one angular parameter, the \( \kappa_{\phi} \), is taken to differentiate between them.

For Man5B, we take the following values of the elastic constants in the bonded interactions: \( k_{\phi} = 200 \text{ kcal/mol/Å}^2 \), \( k_{\phi} = 90 \text{ kcal/mol/Å}^2 \), and \( k_{\phi} = 10 \text{ kcal/mol/Å}^2 \) which are defined for two consecutive \( \alpha-C \), three consecutive \( \alpha-C \), and four consecutive \( \alpha-C \) atoms, respectively. We have chosen these parameters based on the following criterion: they should belong to a protein segment which is not stabilized by interactions with secondary motifs (i.e., \( \alpha \)-helices or \( \beta \)-strands). Thus, these parameters were obtained by taking only an average over the loop segment (136–143) in Man5B. Equilibrium distance between two \( \alpha-C \) atoms was set to 3.8 Å and the angle and dihedral angle equilibrium values were taken from the native conformation of the protein.

The nonbonded interactions between the \( \alpha-C \) atoms in Man5B are included in the Žu-liked fashion as described in refs 16, 22, and 23. The depth of the potential well (\( \epsilon_{\text{eff}} \)) is taken to be equal to 1.5 kcal/mol. The sugar–protein interactions have been described in the previous section and we take the simplified average values stated. Thermostating of the complexes is provided by Langevin noise and damping. The \( T \) is set to 0.39 \( \epsilon_{\text{eff}}/k_{B} \). Each complex was simulated for \( 10^5 \) \( \tau \) steps, where \( \tau \) is of order 1 ns. This time scale was sufficient to achieve convergence of the RMSF in the positions of individual residues (see Figure S2 in SI). Note that the largest time scale exceeds the all-atom length of simulations by about 3 orders of magnitude.

Figure 9a shows the RMSF of the \( \alpha-C \) atoms for the system docked with cellohexaose and mannohexaose and compares it to the situation without docking. The RMSF reveals an apparent loss of flexibility in the loop (segment 200–220), which is known to participate in the cleavage of the substrates10 by the opening and closing motion of the Man5B catalytic pocket. This comparison cannot be decisive because the RMSF involves several large-scale motions and, in particular, the particular motion that is related to the enzymatic activity. Thus, we have performed the PCA for the undocked and docked CG trajectories. The calculation of the covariance matrix, the eigenvectors and eigenvalues were
carried out using g_c covar and g_anaeig programs from the GROMACS software package. Using eq 8, we projected the Cartesian trajectory in the direction of the first largest eigenvector - RMSFPC for each \( \alpha\)-C atom. Figure 9b shows RMSFPC as a function of the sequential position. Note that the pattern for cellohexaose lies just below the one for mannohexaose, indicating reduced enzymatic activity when Man5B is docked with cellohexaose. This result is in agreement with the all atom simulation done by Bernardi et al. (see Figure 9c).

Table 7. Parameters Used to Perform Our CG Simulation of the Hexaose–Man5B Complex

<table>
<thead>
<tr>
<th></th>
<th>( k_r ) [kcal/mol/Å²]</th>
<th>( r_0 ) [Å]</th>
<th>( k_\theta ) [kcal/mol/rad²]</th>
<th>( \theta_0 ) [°]</th>
<th>( k_\phi ) [kcal/mol/rad²]</th>
<th>( \phi_0 ) [°]</th>
<th>( \epsilon_{\text{SP}} ) [kcal/mol]</th>
<th>( \epsilon_{\text{eff}} ) [kcal/mol]</th>
</tr>
</thead>
<tbody>
<tr>
<td>cellohexaose</td>
<td>51</td>
<td>5.33</td>
<td>50</td>
<td>172.40</td>
<td>0.46</td>
<td>190.0</td>
<td>-</td>
<td>6.0</td>
</tr>
<tr>
<td>mannohexaose</td>
<td>51</td>
<td>5.31</td>
<td>25</td>
<td>171.50</td>
<td>0.46</td>
<td>197.0</td>
<td>-</td>
<td>3.0</td>
</tr>
<tr>
<td>Man5B</td>
<td>200</td>
<td>3.80</td>
<td>90</td>
<td>NC</td>
<td>10</td>
<td>NC</td>
<td>1.5</td>
<td>-</td>
</tr>
</tbody>
</table>

Columns 2–4 provide the values of the three bonded stiffness constants together with the equilibrium values of the coordinates involved. The equilibrium values of the angles and dihedral angles in Man5B are taken from the native conformation (NC). Column 5 gives the value of the contact energy in the protein. Column 6 provides the contact energies for the protein–hexaose contacts.

We have noted that cellohexaose has a different pattern of contacts with Man5B than mannohexaose, but the total number of contacts is similar, 29 and 28, respectively. There are two other differences: the nonbonded coupling with cellohexaose is twice as strong as that with mannohexaose, and also the corresponding \( k_\phi \) is larger. It is not easy to modify \( k_\phi \) (it would require making modifications in the atomic force field and redoing the docking procedure), but it is straightforward to double \( \epsilon_{\text{SP}} \) in mannohexaose. We have checked that the effect of doing so affects the fluctuations only in the catalytic region where it reduces RMSFPC to the

Figure 8. (a) Snap of cellohexaose-Man5B showing that cellohexaose is totally enclosed in the tunnel-shaped active site. Man5B is represented by its molecular surface and cellohexaose in licorice representation. Graphical representation of the sugar–protein contacts in cellohexaose–Man5B (panel b) and mannohexaose–Man5B (panel c). The amino acids residues involved in the same contacts are highlighted within boxes. The red boxes show the amino acids whose interaction energies with a given sugar monomer are larger than 3 kcal/mol. The C4 atom in hexaoses is represented by white spheres connected by sticks. The square brackets show the monomer sequence index. The \( \alpha\)-C atoms of the residues are shown in the cyan color.

(a) Docking of cellohexaose in Man5B
(b) Cellohexaose-Man5B
(c) Mannohexaose-Man5B
Our model may help elucidate what these mutations should indicate that it is the pattern and, especially, the strength of protein contacts that are decisive for setting the differences in the patterns in RMSF.

IV. CONCLUSIONS

We have constructed a CG description of the hexaose–Man5B complexes and determined all parameters that are necessary to study the dynamics of these complexes. The description involved the C4 and α-C representation for the sugars and the protein, respectively. We made the comparisons of the parameters to those obtained for cellulose Iβ. Additionally, we estimated the nonbonded energy scale in the catalytic region where the additional blue line corresponds to mannohexaose computed by EB method. (11) Frey-Wysalling, A. The Fine Structure of Cellulose Microfibrils. Science 1954, 119, 80–82.
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