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Smooth solutions to the Cauchy problem for the equations of nonlinear elastody-
namics exist typically only locally in time. However, under the assumption of small
initial data and an additional restriction, the so-called null condition, global existence
and uniqueness of a classical solution can be proved. In this paper, we examine this
condition for the elastodynamic equations and study its connection with the property
of genuine nonlinearity as well as its relation with the phenomenon of self-resonance
of nonlinear elastic waves. Using a special structure of plane waves elastodynamics
[13], we provide an alternative and simple formulation of the null condition. This
condition is then evaluated for some examples of elastic constitutive laws in order to
determine the nature of the restrictions that it imposes.

1. Introduction

The fact that the equations of elastodynamics belong to the class of hyper-
bolic systems can be expressed mathematically in a number of alternative ways.
In particular, the equations are hyperbolic if the acoustic tensor is positive-
definite. It is known that if a hyperbolic system is nonlinear then smooth so-
lutions of initial-value or initial boundary-value problems for such a system do
not usually exist globally in time. Singularities will develop, typically after a fi-
nite time, even when the initial or boundary data are smooth. Therefore, in
general, we can expect only local results as far as the existence of smooth so-
lutions for arbitrary data are concerned. A theorem on local well-posedness for
quasi-linear hyperbolic systems with applications to nonlinear elastodynamics
has been proved in Hughes et al. [1].
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To study global-in-time well-posedness, one tries to extend the class of so-
lutions by considering generalized, weak solutions. Most results on existence of
weak solutions for the elastodynamic equations are restricted to problems with
one space dimension (see, e.g., DiPerna [2]). In multi-dimensional space it is
not clear in which classes of distributions or measures the generalized solution
may exist globally in time (see, however, Demoulini et al. [3]).

On the other hand, the existence of smooth solutions to the initial-value
problem has been proved in multi-dimensions even for an abstract general class
of quasi-linear wave equations (see Klainerman [4]). This was achieved under
the assumption of small initial data and the additional so-called null condition.
Such a null condition was formulated for isotropic elastodynamics by Sideris

[5, 6] (see also Agemi [7]) and used in the proof of the global existence of classi-
cal smooth solutions to the initial value problem for the isotropic elastodynamic
equations with small initial data. Both assumptions, together, seem to be neces-
sary for the global existence of smooth solutions of the elastodynamic equations
in the general case since there are examples of blow-up of solution when either
one of these conditions is violated (see Tahvildar-Zadeh [8] and John [9]).

Roughly speaking, the null condition provides restrictions on the quadratic
nonlinearities. In particular, it excludes self interactions of plane waves. In Sec. 2,
we summarize the equations of nonlinear elastodynamics and their specialization
to the case of isotropic materials. An outline derivation of the null condition is
provided in Sec. 2.1, while in Sec. 2.2 an alternative formulation of the condition
is derived based on plane wave considerations. Specifically, we formulate the null
condition for arbitrary plane wave elastodynamics using the special structure
of these equations and then illustrate it in the case of the Murnaghan strain-
energy function. In Sec. 2.3 the relationship between the null condition and plane
wave self-interaction is highlighted. A general form of the null condition is given
in Sec. 2.4 and again illustrated for the Murnaghan material. In Sec. 2.5, we
examine the null condition for a class of elastic constitutive laws and discuss
the restrictions imposed by the null condition on the material parameters. Some
concluding remarks are contained in Sec. 3.

2. The equations of nonlinear elastodynamics

When written in Lagrangian form and in the absence of body forces, the
equations of elastodynamics have the form

(2.1) ρ0
∂2u

∂t2
= DivS,

where ρ0 is the constant density (in the reference configuration), u is the dis-
placement vector, S is the first Piola–Kirchhoff stress tensor and Div denotes
the divergence operator in the reference configuration.



On the null condition for ... 341

These equations may also be written as a first-order system of partial differ-
ential equations, namely

(2.2) ρ0
∂v

∂t
= Div S,

∂F

∂t
= Gradv,

where v is the velocity vector, F is the deformation gradient tensor and Grad
denotes the gradient operator in the reference configuration.

In what follows we assume that the medium is hyperelastic. This means that
there exists an energy density function W = W (F), defined per unit volume in
the reference configuration, such that

(2.3) S =
∂W

∂F
.

It is assumed that W is objective, so that it depends on F only through the
right Cauchy–Green deformation tensor C, which is defined as C = FTF (see,
for example, Ogden [10, 11])

Next, we define the acoustic tensor Q(N), which, for any vectors m (Eulerian)
and N (Lagrangian), satisfies

m · [Q(N)m] = AA[m ⊗ N,m ⊗ N] ≡ AijklmimkNjNl,

where AA = D2
F
W (F) is the elasticity tensor, with components defined by

(2.4) Aijkl =
∂2W (F)

∂Fij∂Fkl
,

and where DF represents ∂/∂F. In component form, we have

Qik(N) = AijklNjNl =
∂2W (F)

∂Fij∂Fkl
NjNl.

For the considered hyperelastic material the acoustic tensor Q(N) is sym-
metric. We assume that the strong ellipticity condition is satisfied. This can be
expressed as positive definiteness of the acoustic tensor, that is

m · [Q(N)m] > 0 ∀m,N 6= 0.

The strong ellipticity condition ensures the hyperbolicity of the elastodynamic
equations, which are given in the alternative forms (2.1) or (2.2).

In terms of the gradient of displacement Gradu, which we denote by D, so
that F = I + D, where I is the identity tensor, the stress (2.3) is written

(2.5) S =
∂W

∂D
,
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and Eqs. (2.2) can be rewritten as

(2.6) ρ0
∂v

∂t
= Div

(
∂W

∂D

)
,

∂D

∂t
= Gradv.

Now, by taking all the terms onto one side, we may write the system (2.6)
in the form

(2.7) LLU = 0,

where the vector U consists of the three components of the velocity vector v and
the nine components of the displacement gradient tensor D, written in an ap-
propriate order, and LL is a first-order quasi-linear 12×12 matrix operator, which
is hyperbolic under the assumption of positive definiteness of the corresponding
acoustic tensor. The system (2.7) consists of 12 equations with 12 unknowns.
For definiteness, we order the components of U so that

Ui = vi, i = 1, 2, 3, (U4, U5, . . . , U11, U12) = (D11, D12, . . . , D32, D33).

The components of LL are then defined by

Lij = −ρ0δij
∂

∂t
, i, j ∈ {1, 2, 3},

Lij =
3∑

k=1

Aikj
∂

∂Xk
, i = 1, 2, 3, j = 4, 5, . . . , 12,

L3+k 1 = L6+k 2 = L9+k 3 =
∂

∂Xk
, k = 1, 2, 3,

Lii = − ∂

∂t
, i = 4, 5, . . . , 12,

with all other Lij = 0, where we use the representation Aikp = Aikjl, with
p = (4, 5, . . . , 12) corresponding to (jl) = (11, 12, . . . , 33).

To solve this system it is necessary to specify the strain-energy function. Here,
we consider an isotropic material, for which the energy is a function of three
independent deformation or strain invariants, which we denote by (I1, I2, I3).
We define these as the principal invariants of the Green strain tensor

E =
1

2

(
FTF − I

)
=

1

2

(
D + DT + DTD

)
.

Thus,

I1 = trE, I2 =
1

2

[
(trE)2 − tr (E2)

]
, I3 = detE.(2.8)
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It should be emphasized that the notation I1, I2, I3 is frequently used for the
principal invariants of C = FTF rather than E, but here it is convenient to
adopt the notation (2.8).

Because of the nonlinear dependence of the energy on the gradient of displace-
ment, the system (2.1), equivalently (2.2), since it is quasi-linear and hyperbolic,
does not in general have smooth solutions even for smooth initial or boundary
data. Typically, shock waves form in a finite time. To avoid formation of singu-
larities, Sideris [5] (see also Agemi [7]) introduced the null condition. Under
this condition the following theorem was proved.

Theorem 1. Assume that the null condition is satisfied. Then, there exists
a positive constant ε0 such that the initial value problem

LLU = 0, U|t=0 = εU0

with U0 ∈ C∞
0 (R3), has a unique global-in-time C∞ solution U for any ε ≤ ε0.

2.1. The null condition

We now briefly recall the ideas underlying the derivation of the null condition
in the form provided by Sideris [5] and Agemi [7]. This form of the null con-
dition is expressed in terms of the derivatives of the strain-energy function with
respect to the strain invariants. First, we write the equation of motion (2.1) as
a second-order system with displacement as the dependent variable. This gives

(2.9) ρ0
∂2u

∂t2
= Div

(
∂W

∂D

)
,

and in component form this can be expanded as

(2.10) ρ0
∂2ui

∂t2
= AijklDkl,j ≡ Aijkluk,lj ,

where the coefficients Aijkl are as defined in (2.4), but now written as

(2.11) Aijkl =
∂2W

∂Dij∂Dkl
.

It suffices to consider explicitly only terms of first and second order in the
components of D and its derivatives, and we therefore expand Aijkl to the first
order in the form

(2.12) Aijkl = A0
ijkl + B0

ijklmnDmn,
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where the superscript 0 signifies evaluation in the reference configuration D = O

and

(2.13) Bijklmn =
∂3W

∂Dij∂Dkl∂Dmn

are the components of the tensor BB. To the considered order, Eq. (2.10) then
takes the form

(2.14) ρ0
∂2ui

∂t2
−A0

ijkluk,jl = B0
ijklmnDmnDkl,j ,

wherein the linear terms are on the left-hand side and the nonlinear terms (trun-
cated at second order) are on the right-hand side.

Now, since we are considering an isotropic material, we write W =
W (I1, I2, I3) and it follows, using the component form of (2.5) and the formula
(2.11), that

Sij =
∂W

∂Dij
=

3∑

p =1

Wp
∂Ip
∂Dij

,(2.15)

Aijkl =

3∑

p, q =1

Wpq
∂Ip
∂Dij

∂Iq
∂Dkl

+

3∑

p =1

Wp
∂2Ip

∂Dij∂Dkl
,(2.16)

where Wp = ∂W/∂Ip,Wpq = ∂2W/∂Ip∂Iq, and similarly, on use of (2.13),

(2.17) Bijklmn =
3∑

p, q, r =1

Wpqr
∂Ip
∂Dij

∂Iq
∂Dkl

∂Ir
∂Dmn

+
3∑

p, q =1

Wpq

(
∂Ip
∂Dij

∂2Iq
∂Dkl∂Dmn

+
∂Ip
∂Dkl

∂2Iq
∂Dij∂Dmn

+
∂Ip
∂Dmn

∂2Iq
∂Dij∂Dkl

)
+

3∑

p =1

Wp
∂3Ip

∂Dij∂Dkl∂Dmn
,

with Wpqr = ∂3W/∂Ip∂Iq∂Ir.
We require the values of these expressions in the reference configuration, for

which purpose we need to calculate the derivatives of Ip, p = 1, 2, 3, with respect
to the components of D. We first note that the invariants can be expanded in
terms of D in the forms

(2.18) I1 = trD +
1

2
tr
(
DT D

)
,
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(2.19) I2 =
1

4

[
2(trD)2 − tr (D2) − tr (DDT )

]

+
1

2

[
(trD) tr (DTD) − tr (D2DT )

]
,

(2.20) I3 =
1

12

[
2(trD)3 + tr (D3)

]

− 1

4

[
(trD) tr (D2) + (trD) tr (DDT ) − tr (D2DT )

]
,

where I2 and I3 have been truncated at the third order in D. To the second
order, the first derivatives of these invariants are

(2.21)
∂I1
∂D

= I + D,

(2.22)
∂I2
∂D

= (trD) I − 1

2

(
D + DT

)
+

1

2
tr
(
DDT

)
I + (trD)D

− 1

2

(
DDT + DTD + D2

)
,

(2.23)
∂I3
∂D

=
1

2
(trD)

[
(trD)I − D − DT

]

+
1

4

(
DTDT + DDT + DTD + D2

)

− 1

4

[
tr (D2) + tr (DDT )

]
I.

Corresponding second- and third-order derivatives may also be written down
but they are mostly quite lengthy so are not listed here. More specifically, in the
reference configuration the first derivatives reduce simply to

(2.24)
∂I1
∂D

= I,
∂I2
∂D

=
∂I3
∂D

= O,

and, in component form, the second derivatives are

(2.25)

∂2I1
∂Dij∂Dkl

= δikδjl,

∂2I2
∂Dij∂Dkl

= δijδkl −
1

2
(δilδjk + δikδjl),

∂2I3
∂Dij∂Dkl

= 0,



346 W. Domański, R. W. Ogden

where δij is the Kronecker delta, while the third derivative of I1 vanishes and,
in the reference configuration, the third derivatives of I2 and I3 are given by

(2.26)
∂3I2

∂Dij∂Dkl∂Dmn
= δikδjlδmn + δijδkmδln + δklδimδjn

− 1

2

(
δikδjmδln+ δikδlmδjn+ δjlδimδkn+ δjlδkmδin+ δilδkmδjn+ δimδjkδln

)
,

(2.27)
∂3I3

∂Dij∂Dkl∂Dmn
= δijδklδmn

− 1

2

(
δijδkmδln+ δijδlmδkn+ δklδimδjnδklδjmδin+ δikδjlδmn+ δjkδilδmn)

+
1

4

(
δilδjmδkn + δjkδlmδin + δjkδimδln + δikδjmδln + δjlδkmδin

+ δilδkmδjn + δjlδimδkn + δikδlmδjn
)
.

In the reference configuration we assume that both W = W 0 and S = S0

vanish, and since, on use of the above results in (2.15), S0 = W 0
1 I, we have

(2.28) W 0 = 0, W 0
1 = 0,

where again and in what follows the superscript 0 indicates evaluation in the
reference configuration. Also, from (2.16), we obtain

A0
ijkl =

(
W 0

11 +W 0
2

)
δijδkl −

1

2
W 0

2 (δikδjl + δilδjk).

The corresponding expression for B0
ijklmn may be obtained from (2.17) and

(2.24)–(2.27) but is not given explicitly here.
The nonlinear terms are quite complicated and we do not list them all here

since most are not relevant to the argument. Let us now set ρ0c
2
l ≡ W 0

11 and

ρ0c
2
s ≡ −1

2
W 0

2 , where cl and cs are the speeds of the linearized longitudinal and

shear waves, respectively. Noting that D = Gradu, the equations of motion (2.9)
can be written as

(2.29) utt − c2s△u − (c2l − c2s)∇(∇ · u) = N(∇u,∇2u),

where N is a nonlinear function of its arguments and the operator ∇ has re-
placed Grad. On the left-hand side is the classical linear operator of elasto-
dynamics, while on the right-hand side we have second-order and higher-order
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terms. Amongst the nonlinear terms only terms of the form ∇(∇ · u)2 interfere
with the energy estimates needed in the proof of global existence of a smooth
solution to elastodynamic Eqs. (2.1) (see Sideris [5] and Agemi [7] for more
details). We display this term explicitly and write

N(∇u,∇2u) =
1

2ρ0
(3W 0

11 +W 0
111)∇(∇ · u)2 + ...

The null condition is imposed to cancel this term.
Definition 1. We say that the elastodynamic Eqs. (2.1) or (2.9) satisfy the null
condition if

(2.30)
(
3W 0

11 +W 0
111

)
≡
(

3
∂2W

∂I2
1

+
∂3W

∂I3
1

) ∣∣∣∣
I1 = I2 = I3 =0

= 0.

2.2. An alternative form of the null condition

In this and the following sections we formulate the null condition in two dif-
ferent ways. Both formulas are expressed with the use of plane waves. Therefore,
we first reduce the nonlinear elastodynamic system (2.2) to a plane wave sys-
tem. The null condition says that each of the nonlinear elastic plane waves is
not genuinely nonlinear in the reference configuration. For another derivation of
a null condition in terms of plane waves see also Xin [12].

2.2.1. Reduction to plane waves. In Domański and Young [13] a general struc-
ture for plane wave elastodynamics for an arbitrary elastic solid was derived. Here
we follow this derivation with the aim of providing alternative formulations of
the null condition using plane waves. In this context the null condition asserts
that no plane wave solution can be genuinely nonlinear or, equivalently, that
quadratically nonlinear self-interaction of plane waves is forbidden.

Given an arbitrary fixed unit vector N, we consider motions of the type

(2.31) x = πX + u(x, t),

where π is the gradient of a homogeneous background deformation (in particular
π may be equal to I), u is the superimposed displacement vector and

x = N · X

is the projection of X on the direction N. Since Gradx = N, the resulting
deformation gradient is

F = π + d ⊗ N,

where d = u, x is the vector displacement gradient.
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Next, since the stress S now depends on x through F and N is independent
of x, we calculate

(2.32) Div S = (SN), x.

Also,

(2.33) Gradv = v, x ⊗ N, F, t = d, t ⊗ N.

We now define the (reduced) stress vector s = s(d) by

(2.34) s (d) ≡ S (F)N = S (π + d ⊗ N)N.

Then, on use of (2.32)–(2.34) in the equations of motion, we obtain the plane
wave system

(2.35) ρ0v, t = [s(d)], x, d, t = v, x,

which is a 6×6 system in one space variable x and time t. Note that we omitted
the explicit dependence of s on N.

In parallel with the definition of the stress vector s we define the (reduced)
energy V = V (d) via

(2.36) V (d) ≡W (F) = W (π + d ⊗ N),

from which we calculate

(2.37) s (d) = DdV,

where Dd = ∂/∂d, so that (2.35) may be rewritten as

(2.38) ρ0v, t = (DdV ), x, d, t = v, x.

2.2.2. The one-dimensional quasi-linear system. We now restrict attention to the
plane wave system (2.38), which, provided V ∈ C2, may be written in the quasi-
linear form

(2.39) w, t + A(w,N)w, x = 0,

where

(2.40) w =

[
v(x, t)
d(x, t)

]
, A(w,N) = −

(
0 B(d,N)
I 0

)
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and, for convenience, we have normalized the density by setting ρ0 = 1. Here B

is the symmetric matrix

(2.41) B(d,N) ≡ Dds = D2
dV,

with components

Bij =
∂2V (d)

∂di∂dj
.

In fact, it is straightforward to show that B is precisely the acoustic tensor:

B = Q(N), Bij = Qij(N) = AikjlNkNl.

Thus, the assumption of strong ellipticity implies that the matrix B(d,N) is
positive definite. In particular, since B(d,N) is symmetric and positive definite,
A(w,N) always has a full set of (real) eigenvectors, and the system (2.39) is
therefore hyperbolic. We will often suppress the dependence of these quantities
on the vector N, which is a fixed but arbitrary unit vector.

2.2.3. Eigensystems for A and B. In order to find connections between the eigen-
values and eigenvectors of A and B, we first prove a general Lemma.
Lemma 1. Let A be a 2m× 2m matrix of the form

(2.42) A = −
(

0 B

Im 0

)
,

where B is a symmetric m × m matrix and Im the identity m × m matrix.
Then, for i = 1, ...,m, the eigensystem {κi,qi} of the matrix B is related to the
eigensystem {λj , rj} of the matrix A through the connections

(2.43) λ2i−1 = −
√
κi = −λ2i,

(2.44) r2i−1 =

[ √
κiqi

qi

]
, r2i =

[
−√

κiqi

qi

]
.

P r o o f. We have

det (λI2m − A) = det

(
λIm B

Im λIm

)
= det (λ2Im − B).

Thus, λ is an eigenvalue of the A if and only if κ = λ2 is an eigenvalue of B.
Hence, in order to find the eigenvalues λj of the 2m×2m matrix A, it suffices to
find the eigenvalues κi of the m×m matrix B and then to obtain the eigenvalues
of the matrix A through (2.43) for i = 1, . . . ,m.
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Similarly for the corresponding eigenvectors. Assuming that r is the eigen-
vector of A corresponding to the eigenvalue λ, we have

(λI2m − A)r = 0.

We separate the 2m-component eigenvector r into two m-component vectors p

and q:

r =

[
p

q

]
.

This gives

(λI2m − A)r =

(
λIm B

Im λIm

)[
p

q

]
= 0,

and hence p = −λq and q is the eigenvector of the matrix B corresponding to the
eigenvalue λ2. Thus, in order to find an eigenvector rj of the (2m× 2m) matrix
A it is only necessary to find the corresponding eigenvector qi of the smaller
(m×m) matrix B and then to use the (2.44) with (2.43). Thanks to Lemma 1,
we can reduce the calculation of the eigensystem for plane elastodynamic waves
from a 6×6 system to a 3×3 system. For reference an outline calculation of the
eigensystem for A(0) is provided in the Appendix.

Remark 1. Denoting by [[ ]] the largest integer that is less than or equal
to a given number, we can express the correspondence between the eigensystem
{κi,qi} of B and the eigensystem {λj , rj} of A in a more compact form. First
let us notice that i = [[(j + 1)/2]]. With this notation we then have

(2.45) λj = (−1)j+1√κi, rj =

[
(−1)j+1√κi qi

qi

]
.

2.2.4. The null condition in terms of the eigensystem of B In order to formulate
the null condition in a simpler form, we now prove the following Lemma.

Lemma 2. Let

(2.46) A(w) = −
(

0 B (d)
I 0

)

be the matrix from the formula (2.40), with the argument N omitted and with
w = [v,d ]T . Suppose that κi(d) 6= 0 are the eigenvalues of B (d), qi(d) the
corresponding eigenvectors (i = 1, 2, 3), and that λj(w) are the eigenvalues of
A(w) with rj(w) the corresponding eigenvectors (j = 1, . . . , 6). Then

(2.47) (Dw λj(w)) · rj = 0 ⇐⇒ (Dd κi(d)) · qi = 0.
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P r o o f. Taking into account Lemma 1, we calculate

(2.48) (Dw λ2i−1) · r2i−1 = (Dw (−
√
κi)) ·

[ √
κiqi

qi

]

=

[
0,− 1

2
√
κi

(Dd κi)

]T

·
[ √

κiqi

qi

]
= − 1

2
√
κi

(Dd κi) · qi.

Similarly,

(2.49) (Dw λ2i) · r2i = (Dw

√
κi) ·

[
−√

κiqi

qi

]

=

[
0,

1

2
√
κi

(Dd κi)

]T

·
[

−√
κiqi

qi

]
=

1

2
√
κi

(Dd κi) · qi.

Hence we obtain Eq. (2.47).
We can now state that the null condition for elastodynamics can be formu-

lated as

(2.50) (Dd κi · qi)
∣∣
d = 0

= 0. for i = 1, 2, 3.

2.2.5. Application to the Murnaghan material Here we illustrate the condition
(2.50) for the Murnaghan isotropic elastic material, for which the strain-energy
function may be written (see Murnaghan [14])

(2.51) W =
1

2
(λL + 2µL)I 2

1 − 2µLI2 +
1

3
(l + 2m)I 3

1 − 2mI1I2 + nI3,

where λL and µL are the Lamé elastic constants and l,m, n are the third-order
Murnaghan elastic constants.

We express the energy function (2.51) in terms of the displacement gradient,
truncating the resulting expression so that the stress tensor has only quadrati-
cally nonlinear terms. We then restrict attention to plane waves propagating in
the [1, 0, 0] direction. We obtain the plane wave system (2.39) with the matrix
B(d) from (2.41) given by (see, also, Domański [15])

(2.52) B =



B11 B12 B13

B12 B22 0
B13 0 B22


 ,

where

B11 = λL + 2µL + (3α+ 2l +m)d1,(2.53)

B22 = µL + αd1, B12 = αd2, B13 = αd3,(2.54)

and α = λL + 2µL +m.
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The eigenvalues of B are

(2.55) κ1 =
1

2
(B11 +B22 + δ) , κ2 =

1

2
(B11 +B22 − δ) , κ3 = B22,

where

δ =
√

(B11 −B22)2 + 4(B2
12 +B2

13).(2.56)

The corresponding eigenvectors have components

q1 = [(B11 −B22 + δ)/2α, d2, d3] ,(2.57)

q2 = [(B11 −B22 − δ)/2α, d2, d3] ,(2.58)

q3 = [ 0,−d3, d2] .(2.59)

Note that since B is symmetric it is not necessary to distinguish between its left
and right eigenvectors, unlike the situation for A.

Let us recall that from Lemma 1 we know that the pairs {λj , rj} from the
eigensystem of the whole matrix A are related to the pairs {κi,qi} from the
eigensystem of B, specifically

λ1 = −√
κ1 = −λ2, λ3 = −√

κ2 = −λ4, λ5 = −√
κ3 = −λ6,

r1 =

[
−√

κ1q1

q1

]
, r3 =

[
−√

κ2q2

q2

]
, r5 =

[
−√

κ3q3

q3

]
,

r2 =

[ √
κ1q1

q1

]
, r4 =

[ √
κ2q2

q2

]
, r6 =

[ √
κ3q3

q3

]
.

Therefore, by taking into account the form of the eigenvectors qi, we conclude
that the first pair {κ1,q1} corresponds to the pair of quasi-longitudinal waves
characterized by the speeds ±λ1 and ‘polarizations’ r1, r2. The second pair
{κ2,q2} corresponds to the quasi-shear waves propagating with the speeds ±λ3

and ‘polarizations’ r3, r4. Finally the third pair {κ3,q3} is related to a pair of
pure shear waves whose speeds are ±λ5 and ‘polarizations’ r5, r6.

We now calculate the gradients of the eigenvalues with respect to the vector d.
We have, in component form,

Ddκ1 =
1

2
[4α+ 2l +m+ δ,d1

, δ,d2
, δ,d3

] ,(2.60)

Ddκ2 =
1

2
[4α+ 2l +m− δ,d1

,−δ,d2
,−δ,d3

] ,(2.61)

Ddκ3 = [α, 0, 0] ,(2.62)
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and we note that

(2.63) Ddδ =
[
(B11 −B22)(2α+ 2l +m), 4α2d2, 4α

2d3

]
/δ.

We see immediately that

(2.64) Ddκ3 · q3 = 0 for any d,

and hence the pure shear waves propagating with speeds λ5 and λ6 are globally
linearly degenerate.

At d = 0, we have also

(2.65) (Ddκ2 · q2)
∣∣
d=0

= 0.

Thus, quasi-shear waves are locally linearly degenerate. It follows from (2.64)
and (2.65) that the null condition provides no restrictions for shear and quasi–
shear waves. On the other hand, it does impose restrictions on quasi-longitudinal
waves. We have

(2.66) (Ddκ1 · q1)
∣∣
d=0

= (3α+ 2l +m) (λL + µL)/α.

It follows from (2.66) that the null condition (2.50) for the Murnaghan material
is given by

3α+ 2l +m ≡ 3(λL + 2µL) + 2(l + 2m) = 0.

Here we are assuming that λL + 2µL > 0. Thus, if the null condition is to be
satisfied, the material constants l and m must be such that l + 2m is negative.

2.3. The null condition and wave self-interaction

Here we present the derivation of the null condition in yet another form, in
terms of the nullity of wave self-interaction coefficients Γ j

jj , which determine the
magnitude of the interaction of the wave with itself. These coefficients are given
by the formula

(2.67) Γ j
jj = lj · (DwArj) rj ,

where lj and rj are left and right eigenvectors of the matrix A in (2.40); see
Domański [15], p. 53, for details. Differentiation of the right-hand side of (2.67)
in the direction rj leads, after some algebra, to

Γ j
jj = Dwλj · rj .

Hence, the wave self-interaction coefficient is equal to the coefficient that deter-
mines the genuine nonlinearity.
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In Domański and Young [13] general formulas for wave interaction coeffi-
cients were obtained for arbitrary elastic plane waves and expressed in terms of
derivatives of the strain energy. Following [13] we re-derive these formulas here,
with attention focused on the self-interaction coefficients. From (2.45) and the
fact that we assume the normalization lj ·rj = δij , we obtain the left eigenvectors
of A as

(2.68) lj(w) =

[
(−1)j+1 qi

2
√
κi
,

qi

2

]T

,

and we recall that i = [[(j + 1)/2]].
We also have

DwA(r) = −
[

0 DdB(q)
0 0

]

for any vector with six components r = [p,q]T , where q is any vector with three
components. Then, we find that the self-interaction coefficients are equal to

(2.69) Γ j
jj = lj · (DwArj) rj =

(−1)j+1

2
√
κi

qi · (DdBqi)qi.

Moreover, since, from (2.41), B = D2
d
V , (2.69) becomes

(−1)j+1Γ j
jj =

1

2
√
κi

D3
dV [qi,qi,qi],(2.70)

where D3
d
V is a symmetric trilinear form. Thus, another way of expressing the

null condition is as

(2.71) D3
dV [qi,qi,qi] = 0 for i = 1, 2, 3.

In the next section we express the self-interaction coefficients in terms of
the strain energy W (E) in order to obtain yet another general form of the null
condition.

2.4. A general form of the null condition

In this subsection we derive a general form of the null condition, formulated
as a condition that excludes plane wave self-interactions. We derive this condi-
tion for an arbitrary hyperelastic medium and for any direction of plane wave
propagation.

First, we note that since

B = Q(N) ≡ AijklNjNl,
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it follows that

DdB ≡ D3
dV = BijklmnNjNlNn,

where Bijklmn is defined by (2.13). The null condition (2.71) can therefore be
written as

B[qi ⊗ N,qi ⊗ N,qi ⊗ N] = 0.

We may also write this in terms of derivatives of W with respect to E. The
result is

(2.72) D3
EW [N ⊗ Qi,N ⊗ Qi,N ⊗ Qi] + 3D2

EW [N ⊗ N,N ⊗ Qi]qi · qi = 0,

where Qi = FTqi.
To obtain this result we have used the formulas (given in index notation)

∂Epq

∂Fij
=

1

2
(δjpFiq + δjpFip),

and

(DFW )ij = Fip(DEW )pj ,(2.73)

(D2
FW )ijkl = FipFkq(D

2
EW )jplq + (DEW )jlδik,(2.74)

(2.75) (D3
FW )ijklmn = FipFkqFmr(D

3
EW )jplqnr + (D2

EW )jnlpFkpδim

+ (D2
EW )jplnFipδkm + (D2

EW )jlnpFmpδik.

For an isotropic material, the acoustic tensor and the null condition can be
calculated explicitly using (2.16) and (2.17), respectively. Alternatively, if W is
treated as a function of E then we use the connections (2.74) and (2.75) together
with the expansions

(DEW )ij =
3∑

p=1

Wp(DEIp)ij ,

(D2
EW )ijkl =

3∑

p,q=1

Wpq(DEIp)ij(DEIq)kl +
3∑

p=1

Wp(D
2
EIp)ijkl,
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(D3
EW )ijklmn =

3∑

p,q,r=1

Wpqr(DEIp)ij(DEIq)kl(DEIr)mn

+
3∑

p,q=1

Wpq(DEIp)ij(D
2
EIq)klmn +

3∑

p,q=1

Wpq(DEIp)kl(D
2
EIq)ijmn

+
3∑

p,q=1

Wpq(DEIp)mn(D2
EIq)ijkl +

3∑

p=1

Wp(D
3
EIp)ijklmn.

Additionally, we need the formulas

DEI1 = I, DEI2 = I1I − E, DEI3 = E2 − I1E + I2I,

D2
EI1 = O, D2

EI2 = I ⊗ I − II,
and

∂2I3
∂E∂E

= 2JJE − (I ⊗ E + E ⊗ I) + I1(I ⊗ I − II),

where, in index notation,

(I ⊗ E)ijkl = δijEkl, Iijkl =
1

2
(δikδjl + δilδjk) ,

Jijklmn =
1

4
(δikIjlmn + δilIjkmn + δimIkljn + δinIkljm) ,

and

JJE = JijklmnEmn =
1

2
(δikEjl + δilEjk + δjlEik + δjkEil) .

Finally, the third derivatives of I1 and I2 vanish and, in index notation,

(D3
EI3)ijklmn = 2Jijklmn + δijδklδmn − (δijIklmn + δklIijmn + δmnIijkl).

The resulting expressions for the acoustic tensor and the null condition are
very lengthy in this form and are not therefore listed here in the general case.

2.4.1. General null condition for the Murnaghan material. The general formula
(2.72) obtained for the null condition can also, because of the symmetry of E,
be expressed by replacing N ⊗ Qi by Qi ⊗ N or by its symmetric part. When
evaluated in the reference configuration the null condition (2.72) becomes

(2.76)
[(

2W 0
111 + 3W 0

12

)
(qi · n)2 + 3

(
2W 0

11 −W 0
12

)
(qi · qi)

]
(qi · n) = 0,
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where we have now written qi = Qi,n = N. This is the general form of the null
condition for an isotropic elastic material. It can be seen immediately that for
transverse waves (qi ·n = 0) no restriction is imposed by the null condition. For
pure longitudinal waves with qi = n and n · n = 1, on the other hand, the first
factor in (2.76) yields the restriction W 0

111 +3W 0
11 = 0, thus recovering the result

(2.30).
For the Murnaghan material the first factor in (2.76) reduces the null condi-

tion to
(2l +m)(n · qi)

2 + 3α(qi · qi) = 0,

where we recall that α = λL + 2µL +m. For qi = n this becomes 2l +m+ 3α,
as obtained in Sec. 2.2.5.

Remark 2. For the St. Venant–Kirchhoff material, for which the strain-
energy function is given by (see, e.g., Ciarlet [16], p. 155)

(2.77) W =
1

2
(λL + 2µL)I 2

1 − 2µLI2,

the corresponding general null condition is found to be

(λL + 2µL)(qi · qi)(n · qi) = 0.

In particular, for the longitudinal wave with qi = n, this yields

λL + 2µL = 0,

which contradicts the usual assumptions adopted for the Lamé moduli, one of
which is λL + 2µL > 0. This follows from the strong ellipticity condition in the
reference configuration, which we assume to hold.

2.5. Application to a class of strain-energy functions

In the literature there are many examples of isotropic strain-energy functions
for incompressible elastic materials, but far fewer for compressible materials.
Amongst the available compressible energy functions are the classes introduced
by Jiang and Ogden [17]. These include energy functions of the form

(2.78) W = W̄ (Ī1, Ī3) = f̄(Ī1)h1(Ī3) + h2(Ī3),

where the overbars indicate that the invariants are principal invariants of C, not
E, with f̄ a function of Ī1 and h1 and h2 functions of Ī3 that satisfy certain
conditions which we do not specify here.

We note the connections

(2.79) Ī1 = 3 + 2I1, Ī3 = 1 + 2I1 + 4I2 + 8I3,

which will be used below.
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For simplicity of illustration we specialize (2.78) by setting f̄(Ī1) = f(I1),
h1 ≡ 1, h2 = h, so that it becomes

(2.80) W = W (I1, I2, I3) = f(I1) + h(Ī3),

in which (2.79)2 is required.
For the energy and the stress to vanish in the reference configuration we

require, recalling (2.28),

(2.81) W 0 = f(0) + h(1) = 0, W 0
1 = f ′(0) + 2h′(1) = 0,

while for compatibility with the classical theory we must have

(2.82) 4h′(1) = −2µL = W 0
2 , W 0

11 = f ′′(0) + 4h′′(1) = λL + 2µL,

from which we deduce f ′(0) = µL.
We also calculate W 0

111 = f ′′′(0) + 8h′′′(1), so that the null condition (2.30)
becomes

(2.83) 3(λL + 2µL) + f ′′′(0) + 8h′′′(1) = 0.

Jiang and Ogden [17] considered, in particular, functions of the form

(2.84) f̄(Ī1) =
µL

k

(
Ī1 − 1

2

)k

−→ f(I1) =
µL

k
(I1 + 1)k ,

where k ≥ 1/2 is a material parameter, f satisfies

(2.85) f(0) =
µL

k
, f ′(0) = µL, f ′′(0) = (k − 1)µL,

and h is restricted according to

(2.86) h(1) = −µL

k
, h′(1) = −1

2
µL, h′′(1) = λL + (3 − k)µL.

For the considered specialization equation (2.83) becomes

(2.87) 3(λL + 2µL) + µL(k − 1)(k − 2) + 8h′′′(1) = 0.

Subject to (2.86) there is considerable flexibility in the choice of the form of h,
in particular in the value of h′′′(1). Thus, it is possible to find energy functions
within the considered class for which the null condition is either satisfied or
not satisfied, and this comment applies to wide ranges of other possible energy
functions within different classes.
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3. Concluding remarks

We have found expressions for the null condition in several different forms.
These have been derived for an arbitrary hyperelastic medium and for any plane
wave direction, irrespective of the use of the invariants or the assumption of
isotropy. They can therefore be useful for application to anisotropic materials,
although we do not claim that the null condition alone suffices to prove global
existence and uniqueness in the general anisotropic case.

We have derived explicit restrictions imposed by the null condition for the
Murnagham material in terms of the second- and third-order elastic constants
(Lamé and Murnaghan constants). We have also noted that for the St. Venant–
Kirchhoff material the null condition is too strong in that it contradicts the
inequality λL + 2µL > 0 and would therefore exclude self-interaction of longitu-
dinal waves and a fortiori the propagation of longitudinal waves in the reference
configuration. Finally, we have examined the form of the null condition for a
special class of energy functions, within which particular energy functions can
be constructed that either do or do not satisfy the null condition.
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Appendix

The eigensystem of matrix A(0)

Let N = [1, 0, 0]. The matrix A(0,N) = A(0) is

A(0) = −
(

0 B(0)
I 0

)
,

where

B(0) = −



α1 0 0
0 α2 0
0 0 α2




with

α1 = λL + 2µL, α2 = µL.

The eigenvalues of A(0) have the form (recall that we have set ρ0 = 1)

λ1 = −√
α1 = −λ2, λ3 = −√

α2 = −λ4, λ5 = −√
α2 = −λ6,
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the right eigenvectors are

r1 = [−λ1, 0, 0, 1, 0, 0 ], r2 = [−λ2, 0, 0, 1, 0, 0 ] (longitudinal),

r3 = [ 0, −λ3, 0, 0, 1, 0 ], r4 = [ 0, −λ4, 0, 0, 1, 0 ] (transverse),

r5 = [ 0, 0, −λ5, 0, 0, 1 ], r6 = [ 0, 0, −λ6, 0, 0, 1 ] (transverse),

and the left eigenvectors

l1 =
1

2
[−λ−1

1 , 0, 0, 1, 0, 0 ], l2 =
1

2
[−λ−1

2 , 0, 0, 1, 0, 0 ] (longitudinal),

l3 =
1

2
[ 0, −λ−1

3 , 0, 0, 1, 0 ], l4 =
1

2
[ 0, −λ−1

4 , 0, 0, 1, 0 ] (transverse),

l5 =
1

2
[ 0, 0, −λ−1

5 , 0, 0, 1 ], l6 =
1

2
[ 0, 0, −λ−1

6 , 0, 0, 1 ] (transverse).

We assume always that λL + 2µL > 0 and µL > 0.
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