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Abstract

A new computational approach for modelling material and moving weak discontinu-
ities (referred to as interfaces) is presented in this thesis. The modelling of moving
interfaces, both from a theoretical and numerical point of view, has been a subject
of research for many years, leading to various models and computational methods
to be found in the literature. One such technique is the well-established phase-field
method (PFM). Since this approach is not without weaknesses, one of the main aims
of this dissertation is to address its limitations and compare it with a new proposed
method.

In the new computational approach, based on the finite element method, the
non-conforming mesh is used. It means that the spatial discretization of the com-
putational domain is incompatible with the internal geometry of the modelled body,
indicating that the nodes of finite elements do not lie on weak discontinuities. As a
result, an appropriate treatment must be applied to elements cut by the interface to
account for the presence of two material phases with typically different parameters.
In the proposed method, these elements are replaced by so-called laminated elements
which are entirely composed of laminated microstructures with the volume fraction
of both phases and the lamination orientation determined by the interface posi-
tion within the finite element. Hence the name of the method – laminated element
technique (LET).

The performance of LET is demonstrated through numerical simulations of
problems typical for solid mechanics. The examples include both two- and three-
dimensional problems, involving linear elasticity as well as elasto-plastic cases within
finite deformations. Where possible, results obtained using LET have been com-
pared with those from other methods, including analytical solutions, as well as
results found in the literature. The obtained results confirm that LET is not able to
achieve an optimal convergence rate (with mesh refinement) characteristic of finite-
element modelling using conforming meshes. However, the results also demonstrate
that LET can continuously respond to the continuous change in the interface po-
sition within a single finite element, providing a direct basis for generalizing this
method to cases involving moving interfaces.

The generalization of LET to problems involving moving interfaces became fea-
sible through its coupling with the phase-field method. The resulting computational
technique, named LET-PF, exploits the advantages of PFM while simultaneously
reducing some of its limitations. In LET-PF, unlike PFM, the phases of both ma-
terials are mixed within a thin layer of only one-element thickness. This allows for
obtaining results of higher accuracy compared to the conventional PFM or results
of comparable accuracy but using coarser meshes, thus reducing the computational
cost.
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The performance of LET-PF is demonstrated through problems typical for mi-
cromechanics of heterogeneous materials. These examples are limited to two-di-
mensional cases within linear elasticity. Results obtained using LET-PF have been
subjected to an extensive comparative analysis, where they have been confronted
with results from PFM and, if possible, with analytical solutions. This compari-
son leads to the conclusion that, in certain cases, LET-PF eliminates limitations of
the conventional phase-field method, thus providing a significant advantage. Con-
sequently, one of the main objectives of the dissertation has been achieved.

Keywords: finite element method, weak discontinuity, interface, phase-field method,
non-conforming mesh, laminate, microstructure evolution



Streszczenie

Tytuł rozprawy:
Modelowanie ruchomych powierzchni nieciągłości w metodzie
elementów skończonych z wykorzystaniem mikrostruktur war-
stwowych

W niniejszej rozprawie zaprezentowano nową metodę obliczeniową, która służy
do modelowania materialnych i ruchomych powierzchni nieciągłości (tzw. interfej-
sów). Zagadnienie modelowania ruchomych interfejsów, zarówno od strony teore-
tycznej, jak i numerycznej, jest przedmiotem badań od wielu lat i w związku z tym
w literaturze naukowej można odnaleźć modele oraz metody obliczeniowe, które
zmagają się z tym problemem. Jednym z takich podejść o dobrze ugruntowanej
pozycji jest metoda pola fazowego (ang. phase-field method). Ponieważ metoda ta
nie jest pozbawiona mankamentów, jedną z głównych aspiracji niniejszej rozprawy
jest zaadresowanie jej ograniczeń i skonfrontowanie jej z nowym, proponowanym
podejściem obliczeniowym.

Nowa metoda obliczeniowa, oparta na metodzie elementów skończonych, wyko-
rzystuje tzw. siatkę niezgodną. Oznacza to, że przestrzenna dyskretyzacja domeny
obliczeniowej nie jest dopasowana do wewnętrznej geometrii modelowanego ciała,
czyli że węzły elementów skończonych nie leżą na powierzchniach nieciągłości. Skut-
kuje to tym, że w elementach skończonych przeciętych interfejsem należy zastoso-
wać odpowiednią procedurę, która pozwoli uwzględnić obecność dwóch faz materiału
o przeważnie różnych parametrach. W prezentowanej metodzie elementy te zastę-
puje się tzw. elementami laminatowymi, czyli takimi, które w całości utworzone są
z mikrostruktury warstwowej o ustalonym udziale objętościowym obu faz oraz kie-
runku laminacji wynikających z pozycji interfejsu w ramach elementu skończonego.
Stąd też nazwa metody – laminated element technique (LET).

Cechy metody LET zaprezentowano na podstawie symulacji numerycznych za-
gadnień typowych dla mechaniki ciała stałego. Rozwiązywane zagadnienia obejmo-
wały zadania dwu- i trójwymiarowe, zarówno w ramach liniowej sprężystości jak
i sprężysto-plastyczności z uwzględnieniem skończonych deformacji. Tam, gdzie to
było możliwe, wyniki uzyskane za pomocą metody LET porównano z wynikami
pochodzącymi od innych metod, w tym metod analitycznych, a także z wynikami
znalezionymi w literaturze. Uzyskane rezultaty potwierdziły, że metoda LET nie
jest w stanie osiągnąć optymalnego stopnia zbieżności (wraz z zagęszczaniem siatki
elementów skończonych) charakterystycznego dla modelowania w metodzie elemen-
tów skończonych z wykorzystaniem siatek zgodnych. Wyniki dowiodły też jednak,
że metoda LET jest w stanie w sposób ciągły reagować na ciągłą zmianę położe-
nia interfejsu w ramach jednego elementu skończonego, co stanowiło bezpośrednią
przesłankę do uogólnienia tej metody na przypadki interfejsów ruchomych.
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Uogólnienie podejścia obliczeniowego LET na przypadki ruchomych interfejsów
było możliwe dzięki sprzężeniu go z metodą pola fazowego. Otrzymana technika obli-
czeniowa – LET-PF – wykorzystuje zalety metody pola fazowego przy jednoczesnym
zmniejszeniu jej ograniczeń. W przeciwieństwie do metody pola fazowego, w meto-
dzie LET-PF fazy obu materiałów mieszane są w ramach cienkiej warstwy o grubo-
ści jednego elementu skończonego. Pozwala to na uzyskiwanie wyników o większej
dokładności lub wyników o zbliżonej dokładności, ale przy stosowaniu siatek dys-
kretyzacji o mniejszej rozdzielczości i, tym samym, przy mniejszym koszcie oblicze-
niowym.

Osiągi metody LET-PF zaprezentowano na przykładzie zadań typowych dla mi-
kromechaniki materiałów niejednorodnych. Ograniczono się w nich do przypadków
dwuwymiarowych w zakresie liniowej sprężystości. Rezultaty otrzymane metodą
LET-PF poddano obszernej analizie porównawczej, w której zestawiono je z wy-
nikami pochodzącymi z metody pola fazowego oraz, o ile to było osiągalne, z roz-
wiązaniami analitycznymi. Konfrontacja ta pozwoliła dojść do wniosku, że metoda
LET-PF w pewnych przypadkach eliminuje ograniczenia konwencjonalnej metody
pola fazowego i tym samym ma nad nią istotną przewagę. Tym samym osiągnięto
jeden z głównych celów rozprawy.

Słowa kluczowe: metoda elementów skończonych, powierzchnia nieciągłości, in-
terfejs, metoda pola fazowego, siatka niezgodna, mikrostruktura warstwowa, ewolucja
mikrostruktury
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Chapter 1

Introduction

1.1 Motivation

Solving partial differential equations on complex geometries plays a dominant role
in many problems of interest in computational solid mechanics. The complexity of
geometry may be associated with the external shape of the investigated domain;
however, it is the intricacy of the internal geometry within the domain, linked to
its non-homogeneity, that constitutes a source of challenges. Analytical solutions
that consider possible geometrical heterogeneities are not available in most cases.
Computational approaches are thus indispensable, the finite element method (FEM)
being the most general, most powerful and most popular computational tool for
numerical simulations in various areas of engineering.

Historically, FEM relies on geometry-dependent computational grids (body-fitted
or conforming meshing). However, due to the complexity of investigated geometries,
especially internal heterogeneities, a fine conforming discretization can be quite hard
to use. One reason is the limited computational cost that can be afforded. Although
algorithms for finite element meshing in 2D are quite efficient and well-established,
the mesh generation for 3D problems still remains a rather cumbersome and time-
consuming task. This problem is particularly pronounced when discretising ge-
ometries that contain discontinuities or objects (details) with diverse characteristic
lengths. Secondly, some additional manual input is often needed or the use of special-
ized mesh generation software. Thirdly, for 3D models, especially large-scale ones,
unstructured meshes, which are necessarily needed to represent complex geometries,
may lead to additional difficulties associated with the assembly and solution of the
respective finite-element equations. And finally, even if the previous obstacles can be
somehow overcome, additional effort may be needed during post-processing. Overall,
mesh generation may become the most time-consuming process in the preprocess-
ing step of numerical modelling, and dealing with conforming meshes for complex
geometries may significantly increase the computational expense.

A possible approach to evade the mesh generation problem is to use a non-
conforming mesh. In general, the respective methods use a structured mesh or a
simple unstructured mesh generated in the domain defined by the external boundary
of the modelled geometry. Generating such a mesh is then a straightforward process.
However, the internal details of the geometry must somehow be treated, and several
approaches have been developed for that purpose, as discussed in the next chapter.
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The issues mentioned so far relate to the modelling of the so-called material
discontinuities, that is, such regions where two subdomains of different materials
come together and are separated by a distinct internal boundary – an interface.
This interface, whose position is strictly related to the material points (particles) of
the body at that specific location, typically represents a discontinuity zone where
a jump in parameters such as stiffness or density can be observed. These, in turn,
are the source of discontinuities in mechanical quantities such as strain and stress.
Material interfaces defined in this way can deform due to mutual deformations in
both subdomains, however, they cannot propagate, i.e., ’wander’ through successive
material points (particles) of the body.

Material interfaces are everywhere, and numerous examples of their occurrence
can be identified. In engineering, for instance, it would be primarily any compos-
ite material, such as concrete, where the interfaces are the boundaries between the
aggregate (inclusions) and the cement (matrix), or carbon fibre-reinforced polymers
(CFRP), where the interfaces between reinforcing fibres and the matrix material
(e.g., epoxy resin) constitute the overall performance of the composite structure.
Nature also exhibits the presence of interfaces; for instance, soil, as a material, typ-
ically consists of multiple fractions separated by interfaces. Taking into account the
heterogeneity of soil is crucial in the construction of large structures like skyscrapers
and bridges.

However, heterogeneities, and consequently the associated interfaces, should not
only be observed at the macroscale. In general, most materials exhibit heterogene-
ity on the mesoscale. Their microstructure is composed of grains and domains,
whose shape, size, and mutual distribution significantly affect macroscopic proper-
ties. Moreover, it is crucial to emphasize that real microstructures are often, by
their nature, thermodynamically unstable structures that may undergo evolution.
This implies not only the existence of interfaces on the mesoscale but also their
propagation over time. These are referred to as moving interfaces. Instances of
such interfaces are evident in phenomena such as phase transformations, wherein
a material exhibits two distinguishable phases separated by a propagating front.
Dealing with the modelling of moving interfaces poses considerable challenges, both
analytical and numerical. This is due to the interplay between the physical pro-
cess (for instance, the mechanical deformation) and the geometry of the evolving
interface, but also to the need to develop suitable algorithms that allow consistent
discretization with respect to the position of the interface.

In the last few decades, attempts to create numerical models efficiently sim-
ulating moving interfaces have been the cornerstone of research for many scien-
tists. In the literature, as discussed in the following chapter, numerous formula-
tions have been found that have subsequently been used to simulate processes such
as melting/solidification, solid-state phase transformations (martensitic transforma-
tions and twinning), precipitate growth and coarsening, grain growth, and many
more. Among all the techniques developed, two classes of approaches can be distin-
guished. The first is known as sharp-interface tracking models. In this approach,
the interface is a geometric entity explicitly defined – it is a curve or surface (de-
pending on whether the problem is two- or three-dimensional), with its shape and
position precisely determined. At each subsequent time step, this information is
updated based on relevant equations. The undeniable drawback of this class of
methods is the necessity of tracking the interfaces, which often poses a barrier to
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effectively modelling phenomena where interfaces have complex shapes, especially in
three dimensions. Addressing this limitation is the second class of methods, which
has been leading in recent years in modelling moving interfaces. This is the so-called
diffuse-interface or phase-field approach. In these techniques, interfaces are implic-
itly defined – their position and shape are governed by a scalar field of phase-field
variable, spanned across the entire domain of the considered problem. Despite its
versatility, this method has one significant drawback, which is the computational
cost associated with the need for relatively high discretization resolutions to resolve
interfaces accurately. The aim of this thesis is thus to develop a new computational
method that will serve as a compromise between these two classes of approaches,
combining the advantages of both.

1.2 Research aims and objectives
The primary aims set in this thesis are:

• to develop and implement a new computational method for finite-
element modelling material and moving weak discontinuities using
laminated microstructures, and

• to test this method in solid mechanics problems and compare its
performance with other existing methods.

In the context of modelling material interfaces, the aim of this dissertation is
to formulate a simple method within the finite element framework where the finite
element mesh remains independent of the internal geometry of the domain. Nu-
merous approaches in the literature meet this criterion, with the well-established
extended finite element method (X-FEM) standing out for its optimal convergence
rate. Therefore, the intention is not for the new method to compete with existing
ones, such as X-FEM. Instead, the primary criteria set for this approach are sim-
plicity, ease of implementation, and the preservation of elemental character, which
means that, unlike the aforementioned X-FEM, no additional global degrees of free-
dom are needed and the user intervention into the code is not necessary. Further-
more, an essential requirement for the new technique is its capacity for a continuous
response with respect to continuous change in the position of the interface. Such a
property is crucial for generalizing the method to model moving interfaces, which
forms the central focus of this dissertation.

The primary goal of this thesis is to develop an approach for modelling moving
interfaces, that is based on the phase-field method and improves upon it in a certain
aspect. It is known, as detailed further in Chapter 3, that the phase-field model
has a drawback, namely, the necessity of employing a relatively fine discretization
to accurately resolve the interface. In this regard, the new method aims to be
superior, allowing for the use of coarser discretization while still providing results of
satisfactory accuracy, i.e., better compared to the conventional phase-field method.

In the case of material interfaces, the developed method has been compared with
other approaches also utilizing non-conforming meshes, including, where possible,
X-FEM and other methods, whose results have been found in the literature. For
moving interfaces, an extensive comparative analysis of the selected problems has
been conducted with the conventional phase-field approach.
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1.3 Scope of the thesis

The thesis is conceptually divided into two parts. The first is devoted to the mod-
elling of material weak discontinuities. The second part, which is the core of this
work, exposes the concerns related to the modelling of moving weak discontinuities.
The implementation of the proposed method is performed within the finite-element
framework, specifically in the AceGen environment, while all computational ex-
amples have been conducted in the software AceFEM [Korelc, 2009; Korelc and
Wriggers, 2016]. The examples presented in the thesis are limited to the static or
quasi-static solid mechanics problems.

Chapter 2 provides a literature overview. In the first section, existing numer-
ical methods for modelling material weak discontinuities, which, like the method
presented in this work, utilize non-conforming meshes, are briefly discussed. In the
second section, a more comprehensive literature review is presented, focusing on
methods used for modelling moving interfaces.

In Chapter 3, three sections present the necessary theoretical foundations used in
the dissertation. In Section 3.1, the problem of a two-phase body with material weak
discontinuity is formulated in both finite- and small-strain frameworks, along with
the finite-element treatment. Section 3.2.1 addresses the two-phase body problem
with a moving weak discontinuity. It introduces the reference sharp-interface prob-
lem and its alternative version within the diffuse-interface framework. At the end
of Section 3.2.1, the finite-element treatment of the phase-field model is provided.
Chapter 3 concludes with Section 3.3, where the basic equations of the theory of
simple laminates are presented. They are a key part of the method presented in the
dissertation.

In Chapter 4, the idea and formulation of the developed method for material
interfaces, called laminated element technique (LET), are introduced. In the fol-
lowing Chapter 5, LET combined with the phase-field model (LET-PF), being the
generalization of the method to moving interfaces, is presented. In both Chapters 4
and 5, the discretized weak forms of the governing equations, ready to be used in
the finite element method, are provided.

Chapters 6 and 7 demonstrate the performance of the presented method using
static or quasi-static solid mechanics problems, addressing material and moving in-
terfaces, respectively. In Chapter 6, a total of five problems are considered. The
first three are within the linear elasticity framework, while the remaining two adopt
the finite-deformation framework. The first finite-deformation example assumes hy-
perelastic constituents, while the second involves an elasto-plastic material. The
examples shown in Chapter 6 are both two- and three-dimensional. Chapter 7 com-
prises two numerical examples. The first includes an extensive parametric analysis
based on a problem with an analytical solution, provided in Appendix E. The second
computational example illustrates the evolution of a two-dimensional cell, ensuring
a non-trivial steady-state solution. Both computational examples in Chapter 7 are
limited to 2D problems within the framework of small-strain elasticity and in both
of them, the performance of LET-PF is compared to the conventional phase-field
method.

The thesis concludes with Chapter 8, where possible extensions and improve-
ments of the developed method are presented, along with the final conclusions.
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The results presented in this dissertation have already been published in the
form of two peer-reviewed articles [Dobrzański and Stupkiewicz, 2024; Dobrzański
et al., 2024]. In the first one [Dobrzański et al., 2024], a formulation of a new
method for modelling material interfaces is introduced, accompanied by numerous
numerical examples from the field of solid mechanics. The second of the mentioned
works [Dobrzański and Stupkiewicz, 2024] is entirely dedicated to the generalization
of this method for modelling moving interfaces. It presents both the development of
the new method coupled with the phase-field framework and its performance through
extensive numerical simulations in the domain of solid mechanics. Since the content
of these articles coincides with the material presented in this dissertation, some
parts in this thesis (chapters, sections or appendices) reproduce the content of those
publications, in particular Chapters 6 and 7. The parts that are entirely excerpted
from the papers are indicated by a footnote at the beginning of the relevant chapter,
section or appendix. In the remaining part of the thesis, the duplicated sections from
the articles have been expanded to a greater or lesser extent.

The work reported in this thesis has been supported by the National Science Centre
(NCN) in Poland through Grant No. 2018/29/B/ST8/00729.





Chapter 2

Literature overview

As mentioned in the introduction, the results of this work have been divided into
two parts. Therefore, in this literature review, Section 2.1 addresses methods for
modelling material interfaces, while Section 2.2 presents techniques used for simulat-
ing moving interfaces. However, the latter part, as it is more related to the essential
part of this thesis, is presented here in a much more extensive manner.

2.1 Computational modelling of material weak dis-
continuities

The focus of this work is on weak discontinuities, i.e., on the situation in which
the primal variable (e.g., the displacement field) is continuous at the interface and
discontinuous are its derivatives and related quantities (e.g., strains and stresses)
when the material properties (e.g., elastic moduli) suffer discontinuity at the inter-
face. This is in contrast to strong discontinuities, such as cracks, when the primal
variable may be discontinuous at the interface (of possibly unknown and evolving
shape). Actually, several methods have been primarily developed for strong discon-
tinuities and have then been adapted to weak discontinuities.

This is, for instance, the case of the extended finite element method (X-FEM)
initially developed for modelling crack propagation independent of the underlying
finite-element mesh [Belytschko and Black, 1999; Moës et al., 1999], see also two
methods that are closely related to X-FEM, namely CutFEM [Burman et al., 2014]
and phantom node method (PNM) [Song et al., 2006], and are sometimes considered
just versions of X-FEM. It has been subsequently shown that X-FEM can be suc-
cessfully used also for modelling complex internal geometries (weak discontinuities)
of the geometry independent of the finite-element mesh [Belytschko et al., 2002;
Moës et al., 2003; Sukumar et al., 2001]. With the increasing popularity of the iso-
geometric analysis (IGA) [Hughes et al., 2005], the X-FEM approach has been also
combined with IGA [Ghorashi et al., 2011; Luycker et al., 2011], including XIGA
for weak discontinuities and multimaterial problems [Noël et al., 2022; Tambat and
Subbarayan, 2012].

In X-FEM, the inner surfaces (e.g., material interfaces, cracks) are defined im-
plicitly using level set functions [Osher and Sethian, 1988]. Enrichment functions are
then employed to modify the finite-element approximation of the displacement field
such that the discontinuity is represented on a non-matching mesh. As a result, the
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optimal convergence rate can be achieved. The beneficial features of X-FEM come at
the cost that additional global degrees of freedom are introduced (those associated
with the enrichment shape functions). Moreover, integration must be performed
accurately on the elements cut by an interface and, for this purpose, the elements
are triangulated such that the subdomains match the interfaces. This becomes even
more complex when more than one interface passes through an element, which is
not so improbable, for instance, in the case of small inclusions or multi-material
problems. Overall, implementation of X-FEM is not straightforward, particularly
in 3D, and cannot be performed solely at the element level.

Additional deformation modes, in a sense similar to the enrichment functions
of X-FEM, are also introduced in the immersed interface FEM (IIFEM) [Li and
Yang, 2005; Lin and Zhang, 2012] and in the augmented finite element method
(AFEM) [Essongue et al., 2020; Liu et al., 2014]. The difference is that, unlike in X-
FEM, the enrichment functions are not continuous at the inter-element boundaries,
which implies that the optimal convergence rate cannot be achieved. To improve
convergence, the inter-element compatibility is enforced in a version of IIFEM [Li
et al., 2003], which then bears some similarity to X-FEM. In the incompatible case,
the additional degrees of freedom associated with the additional deformation modes
can be condensed at the element level, hence no additional global degrees of freedom
are introduced.

Common to the approaches discussed above is the “small cut-cell” problem that
may appear when a small part of the element is cut by an interface. This may lead
to a large condition number of the algebraic system to be solved and may deteri-
orate numerical stability of the resulting algorithms, thus additional stabilization
techniques are needed.

A different approach is adopted in the shifted interface method (SIM) [Li, 2021;
Li et al., 2019] in which the interface is shifted to a nearby inter-element boundary.
At the same time, to compensate for the error introduced by shifting the interface,
the interface jump (compatibility) conditions are applied at the surrogate interface in
a modified form resulting from the Taylor expansion of the original jump conditions.
As a result, the optimal convergence rate can be achieved [Li et al., 2019].

It is also worth mentioning two simple non-conforming methods. While not
as sophisticated as those mentioned above, and none of these methods has been
specifically named, examples of their application can be found in the literature.
The first method involves assigning the entire finite element to one of the two phases
based on the value of some function (implicitly describing the interface geometry)
at the central point of the element. In the literature, this approach is sometimes
referred to as digital-image-based FEM [Keyak et al., 1990; Terada et al., 1997] or
voxel-based FEM [Lian et al., 2012]. The second of these simple non-conforming
methods differs from the first in that the phase assignment occurs not at the level
of the entire element (at its central point) but at the level of individual integration
(Gauss) points. In this way, the accuracy of this latter approach can be improved by
increasing the number of integration points, see [Essongue et al., 2020; Moës et al.,
2003]. Concerning voids and free boundaries, this latter approach is closely related
to the finite cell method [Parvizian et al., 2007]. These two simple approaches are
used in Chapter 6, where, as part of the numerical simulations, their results are
compared with those of the method proposed in this thesis.
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In this thesis, a simple method for improved treatment of weak discontinuities
in non-conforming FEM discretization is developed. It is presented in detail in
Chapter 4, after Dobrzański et al. [2024]. The inspiration came from recent devel-
opments in the FFT-based methods in computational homogenization. In this class
of approaches [Moulinec and Suquet, 1998], a periodic unit cell is discretized into
a regular array of voxels, hence complex-shaped interfaces cannot be represented
exactly. In order to increase the accuracy of FFT-based homogenization, the idea
of composite voxels has been introduced in [Brisard and Dormieux, 2010], see also
[Toulemonde et al., 2008] for a related approach in the context of FEM, and was the
first attempt to use a homogenization technique to prescribe effective mechanical
properties to the voxel that contains an interface between two phases. This idea
was further developed by considering the composite voxel to be represented by a
laminated microstructure and characterized by the corresponding effective proper-
ties [Gélébart and Ouaki, 2015; Kabel et al., 2015]. It has been shown that these
laminate voxels significantly improve the accuracy of the method as compared to
the composite voxels employing simple Voigt and Reuss bounds [Kabel et al., 2015].
Further related developments in the context of FFT-based homogenization include
the extension to inelastic problems [Kabel et al., 2017; Mareau and Robert, 2017]
and to the finite-strain framework [Kabel et al., 2016; Keshav et al., 2022].

2.2 Computational modelling of moving weak dis-
continuities

Numerical tracking of moving interfaces constitutes a prominent area of interest
in computational physics. With the advancement of computer techniques such as
the finite element method or finite difference method over the years, researchers
have made various attempts to develop numerical algorithms for simulating interface
motion. A review of the literature reveals the emergence of two distinct classes
of methods that differ in how they treat weak discontinuities. The first type of
models, known as sharp-interface tracking models, assumes that the interface is
a precisely localized curve or surface, depending on whether the problem is two-
or three-dimensional, and that certain jump conditions must be fulfilled over this
interface. The second class of models, known as diffuse-interface models, assumes
that the surfaces of discontinuity are smeared out and described by a continuous
scalar field spanning the entire domain. The following sections present a discussion
of both of these approaches.

2.2.1 Sharp-interface tracking models

Sharp-interface tracking models are a broad family of techniques in which informa-
tion about the position and shape of an interface is stored explicitly at each time
step, while the evolution of the interface is subject to the associated interfacial equa-
tion of motion. It is important to acknowledge that researchers in computational
fluid dynamics have made significant contributions to the development of tracking
interface methods. Many approaches used in other fields, such as solid mechanics,
have their origins in this area. This is due to the fact that the modelling of a free
boundary, specifically the gas–liquid interface or the free surface, which refers to
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the interface between two well-separated immiscible fluids, is a common challenge
addressed in simulations across various problems in computational fluid dynamics
[Gueyffier et al., 1999; Mirjalili et al., 2017; Popinet, 2009, 2018; Scardovelli and
Zaleski, 1999; Sussman et al., 2007; Wörner, 2012].

Among these methods, two classes of approaches can be distinguished [Tezduyar,
2006]. The first one is the interface-tracking methods, also sometimes referred to
as the Lagrangian techniques. In this approach, spatial discretization is adjusted
at each time step to accommodate the changing topology of the interface so that
it is conforming, i.e., that grid points or finite-element nodes lie directly on the
interface. This approach is sometimes also called, in the context of the finite element
method, an adaptive remeshing technique [Dapogny et al., 2014; Saksono et al.,
2007; Sedighiani et al., 2021; Stein et al., 2003]. The topology of the interface in
subsequent time steps is subject to the solution to the evolution equation, coupled
with the other equations of the problem. This implies that the spatial discretization
of the problem must be destroyed and built again at each time step. Although
such an approach ensures high accuracy of the solution, as the interface is explicitly
modelled as the edges of finite elements, an undeniable drawback of this approach is
the computational cost associated with the need for multiple discretization processes.
This is especially evident in the case of interfaces with complex geometry, which can
pose challenges, particularly in solving three-dimensional problems.

The second class of approaches is known as interface-capturing methods, also re-
ferred to as the Eulerian techniques. It is characterized by the spatial discretization
of the domain remaining independent of the evolving interface geometry. Conse-
quently, the use of more sophisticated finite-element codes capable of capturing the
non-matching interface is required, which may pose a certain challenge and thus
be a drawback of this class of methods. However, simultaneously, the advantage of
this approach over the previous one is that the computationally expensive process of
mesh/grid generation at each time step is avoided. Therefore, this is a much broader
class of methods, as it allows, in its generality, the use of any method employing
non-conforming meshes mentioned in Section 2.1 as a part of the approach. For
instance, the approach using the X-FEM technique has been used to simulate the
microstructure evolution [Duddu et al., 2011; Ji et al., 2002; Munk et al., 2022].

However, regardless of which approach is chosen for modelling moving interfaces,
in the class of sharp-interface tracking models, attention must also be paid to how the
interface, as a geometric object, is represented and how its position is updated. One
approach involves discretizing the interface using a separate data structure contain-
ing information about a set of marker-points. These points, densely packed on the
interface (with a spacing comparable to the size of spatial discretization), describe
its position and shape. Alternatively, points can be packed at larger intervals, and
then an appropriate curve or a higher-order surface would describe the topology of
the interface. Subsequently, a tailored evolution equation, coupled with other equa-
tions, describes the movement of these points and, consequently, the interface. This
approach, often referred to as the front-tracking method in the literature [Glimm
et al., 1998; Tryggvason et al., 2001], has been used, among other applications,
in modelling blood flow in the heart [Peskin, 1977], multi-fluid flows [Unverdi and
Tryggvason, 1992], dendritic solidification [Juric and Tryggvason, 1996; Zhao and
Heinrich, 2001], grain growth [Anderson et al., 1989; Srolovitz et al., 1984] and many
more. However, this approach has certain drawbacks. Each interface has a separate
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discretization. If, during evolution, two separate interfaces merge, then their sepa-
rate discretizations must be unified, requiring special treatment. Another problem
is that certain parts of the interface may experience thinning of marker-points, while
others may experience grouping. In both cases, this should be addressed by appro-
priately adding new points or removing them to avoid clustering, respectively. While
these issues are relatively easy to resolve in two-dimensional problems, in three di-
mensions, the problem becomes much more challenging to implement, although not
impossible, as demonstrated by the work of Glimm et al. [1998].

In the above-mentioned approach, tracking the distribution of marker-points and
their connectivity is computationally troublesome and expensive, requiring reini-
tialization at each time step. To address this drawback, the well-established and
popular level-set method [Osher and Sethian, 1988; Sethian, 1999] comes to the
rescue. Thanks to its generality and robustness, this method has been applied in
various fields such as fluid mechanics [Sethian and Smereka, 2003], solid mechanics
[Belytschko et al., 2002; Moës et al., 2003; Sukumar et al., 2001], crack growth [Moës
et al., 1999; Stolarska et al., 2001], phase transformations [Ji et al., 2002], shape op-
timization [Allaire et al., 2014; Belytschko et al., 2003; Wei et al., 2010], and many
more. Currently, the term ’level-set method’ is very general and refers to describing
the interface as a curve or surface implicitly, using the zero level set of the level-set
function. This approach has been widely adopted in interface-tracking and interface-
capturing methods [Sussman and Fatemi, 1999; Sussman et al., 1998; Unverdi and
Tryggvason, 1992], replacing the marker-points approach. In this method, changes
in the interface topology are recorded by the changes in the level-set function gov-
erned by the appropriate evolution equation. Because positive values represent the
phase on one side of the interface, and negative values represent the other, the level-
set method easily handles merging or breaking. One characteristic of the level-set
method is that the level-set function is a signed distance function that measures
the distance to the closest point on the interface. However, during evolution, this
property is lost. In some cases, it is crucial to preserve this property. Therefore,
reinitialization must be performed at each time step, restoring the signed distance
function property, which increases computational cost.

Among the interface-capturing methods, it is worth mentioning the historical
marker-and-cell method [Harlow and Welch, 1965], developed at the Los Alamos
National Laboratory. In this method, a set of discrete Lagrangian particles is used
to identify the regions occupied by a specific fluid. A kind of continuation of this
method is the volume of fluid method [Hirt and Nichols, 1981; Noh and Woodward,
1976], where interface tracking is done indirectly by calculating the volume fractions
of both phases in a given grid cell. Volume fractions are incorporated into the
problem to be solved by the advection equation. Therefore, there is no explicit
representation of the interface; rather, it is reconstructed based on the values of
volume fractions. For more information on these methods, the reader is referred to
the work of Rudman [1997].

The limitations of the above-mentioned methods were addressed in the doctoral
thesis by Tornberg [2000]. The author developed a method known as the segment
projection method, which serves as a compromise between front-tracking and level-
set methods [Engquist et al., 2002a,b; Tornberg and Engquist, 2002]. The main
idea of this method involves splitting the considered interface into several segments
that can be described as functions of one spatial variable. In this way, each in-
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terface is defined by the union of curve parts. Due to the overlapping nature of
these parts, explicit information about their connectivity must be provided. The
segments in this method are discretized using points on the curves, as in the front-
tracking method. However, the discretization is Eulerian in nature, akin to the
level-set method. Although the segment projection method emerged by combining
the strengths of front-tracking and level-set methods, it is not without weaknesses.
Since each interface in this method requires a separate and independent descrip-
tion, phenomena such as merging and breaking of interfaces require an additional
algorithm. While this is relatively easier than in the case of front-tracking methods,
given that the segments are functions of one variable, it is still considered as one of
the inconveniences of this method.

In the context of the interface-tracking methods a very recent method used in
the finite-element environment should be noted – the so-called eXtreme Mesh de-
formation approach (X-MESH) [Moës et al., 2023]. This technique allows the sharp
interfaces to be tracked, and although it belongs to the group of interface-tracking
methods, it avoids remeshing the entire domain and changing the mesh topology
at each time step. Instead, the mesh is deformed only in the close neighbourhood
of the evolving interface, producing almost degenerated elements (with zero mea-
sure). The idea of X-MESH is similar to the Arbitrary Lagrangian–Eulerian (ALE)
approach [Hughes et al., 1981], but differs in that the nodes lying on the interface
are not the same throughout the process – the key idea of the X-MESH is to allow
elements to be distorted up to zero measure while maintaining their connectivity
so that the interface can be relayed between the nodes. So far, the approach has
been used to simulate the Stefan phase-change model [Moës et al., 2023] and the
immiscible two-phase flow [Antoine et al., 2022; Quiriny et al., 2024].

2.2.2 Diffuse-interface models

A completely different way to model moving interfaces is by using a variety of mod-
els that apply the so-called phase-field method. Although the basic idea behind this
approach goes back to the late 19th century, it has become extremely popular in
the last 20-30 years. This is evidenced by the vast number of publications that have
appeared during this time. This increased interest is mainly due to the significant
improvement in the technology of computers and their ability to perform complex
calculations during this time. The abundance of scientific papers reflects the fact
that this method has become the top choice for numerical simulations of microstruc-
ture evolution. Because this dissertation is closely related to the phase-field method,
this chapter has been dedicated to exploring it in more detail.

The phase-field method is a continuum theory that traces its origins back to
the 19th century, specifically the 1890s. That was the time when van der Waals
published a work related to the theory of capillarity in a thermodynamic framework
[van der Waals, 1893, 1894, 1895], see also the translation [Rowlinson, 1979]. In
his considerations, the author observed that a more natural assumption is that the
density change between liquid and gas occurs continuously, as opposed to the earlier
belief in a sharp, step-like manner described by a step function. Van der Waals
also postulated that the free energy at a given point, particularly in the vicinity
of the interface, should be determined not only by the density at that point but
also by its values at neighbouring points. These assumptions laid the foundation
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for the phase-field method, characterized by the rejection of a sharp discontinuity
between different phases and the adoption of a continuous transition from one phase
to another. The interface defined in this way is no longer a discontinuity and is
termed a diffuse interface.

Van der Waals’ work and his concept of diffuse interfaces, although initially met
with great enthusiasm, were forgotten for many years. At this point, Landau’s
work from 1937 [Landau, 1937; Landau and Ter-Haar, 1965] should be mentioned,
where the author presented a theory serving as a phenomenological framework for
describing second-order continuous phase transformations. A typical approach for
determining thermodynamic parameters such as free energy involves a tedious pro-
cess of solving the Schrödinger equation. Landau recognized that, instead, the free
energy near the interface could be successfully approximated using the first terms
of the Taylor expansion. The argument of this polynomial is the so-called order
parameter, whose specific value indicates the presence of a particular phase at a
point and is assumed to be a continuous function of the position. Since the Taylor
expansion is also a continuous function, the free energy within the interface is de-
scribed in a continuous manner. As a result, the interface between the two phases is
characterized in a diffuse way. Although the work of Landau [1937] did not explicitly
refer to the publication by van der Waals [1893], it is evident that his theory bears
some similarities with van der Waals’ theory and in some simpler cases both models
coincide. Landau’s concept was also used later in a paper by Ginzburg and Landau
[1950, 1965], where a complex-valued order parameter and its gradients were used
to model superconductivity.

The breakthrough came with a paper by Cahn and Hilliard [1958]. Essentially,
the results of their work were similar to those in the publication by van der Waals
[1893], albeit expressed in a more modern tone. This made their work the foun-
dation for many important applications in the area of statistical thermodynamics
of nonuniform systems [Bongiorno and Davis, 1975; Lebowitz and Percus, 1963;
Triezenberg and Zwanzig, 1972; Yang et al., 1976] over the following years. These
applications include areas such as wetting [Cahn, 1977; Moldover and Cahn, 1980],
nucleation or spinodal decomposition [Cahn, 1961; Goldburg et al., 1978; Langer,
1973], and liquid–liquid interfaces [Widom, 1978].

The aforementioned period of the development of the phase-field method (the
1960s and 1970s) also corresponds to dynamic development of the finite element
method [Allik and Hughes, 1970; Clough, 1960; MacNeal and McCormick, 1971;
Zienkiewicz and Cheung, 1967], as well as other numerical methods such as the finite
difference method. At the turn of the 1970s and 1980s, mass-produced computers
designed for home use became widely available. Therefore, it was only a matter
of time before the numerical implementation of the phase-field method became a
heavily researched topic. The first formulation of the phrase phase-field model is
attributed to the authors of two works from the 1980s. In the work by Langer
[1986], inspired by the so-called model C [Halperin et al., 1974], phase-field equations
were presented for the first time, which, according to the author, provide a natural
basis for creating an algorithm for numerical simulations. In his work, the phase-
field method was used purely to avoid tracking the interface. In the same spirit,
the phase-field model was also introduced in the work by Fix [1983], where it was
used to model the free boundary problems. It is also worth mentioning the works
of Caginalp [1986]; Caginalp and Fife [1988]; Collins and Levine [1985], where solid
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mathematical justifications and other considerations on the phase-field method were
presented. Additionally, the works of Penrose and Fife [1990]; Wang et al. [1993a];
Wheeler et al. [1992] generalized existing models in the literature, providing a general
framework for modelling the phenomenon of solidification.

When discussing diffuse interfaces in the modelling of microstructure evolution,
recognition should be also given to the works of Chen and Khachaturyan [1991]
and Wang et al. [1993b]. They independently derived the phase-field model from
the microscopic theory of Khachaturyan [1968, 1983]. In their approach, the phase-
field variables refer to microscopic parameters (e.g., the local composition or the
long-range order parameter). The applications of the model are broad and include
solid-state phase transformations, such as the precipitation of an ordered inter-
metallic phase from a disordered matrix [Li and Chen, 1998; Vaithyanathan, 2002;
Wang et al., 1998] and martensitic transformations [Artemev et al., 2001; Wang and
Khachaturyan, 1997], but also the ferroelectric [Choudhury et al., 2005; Li et al.,
2001] and magnetic domain evolution [Zhang and Chen, 2005].

However, the groundbreaking work by Kobayashi [1993], which presented, prob-
ably for the first time, results of a numerical model using the phase-field method
for simulating dendritic crystal growth in 2D, stands out. Kobayashi’s work signif-
icantly propelled the development of the phase-field method, opening the doors to
the numerical modelling of microstructure evolution. In the subsequent years, other
important works emerged, such as those by Wheeler et al. [1993] and Warren and
Boettinger [1995], dedicated to modelling dendritic growth of a pure material; Stein-
bach et al. [1996], proposing the multiphase-field concept for modelling multiphase
systems; and Karma and Rappel [1996, 1998], introducing improvements for more
efficient modelling of solidification in three dimensions. The ongoing successes of the
phase-field method further motivated researchers to test and implement the method
for various applications. Currently, it is impossible to count all the publications
related to it, and the pace of new works being published shows no sign of slowing
down.

From today’s point of view, the phase-field method is a well-established, versa-
tile and powerful approach to computational modelling of microstructure evolution
problems [Chen, 2002; Moelans et al., 2008; Provatas and Elder, 2010; Steinbach,
2009; Tourret et al., 2022; Wang and Li, 2010]. Microstructure evolution is inher-
ently associated with the propagation of interfaces that separate individual phases,
and this constitutes the main challenge in developing computational approaches for
the corresponding problems. The essence of the phase-field method is in treating the
interfaces as diffuse, rather than sharp, which is achieved by introducing a phase-
field variable (so-called order parameter) that differentiates the phases and varies
in a continuous manner within the diffuse interfaces. Accordingly, the propagation
of interfaces can be simulated on a fixed finite-element mesh. Tracking of interfaces
is thus avoided, which would otherwise require, for instance, adaptive remeshing or
enhancement techniques such as X-FEM. This, in turn, makes it possible to study
the evolution of arbitrarily complex morphologies without having to make any pre-
sumptions about their shape.

The phase-field method is highly versatile because the diffuse-interface frame-
work can be combined with virtually any physics and, in fact, has been used in
numerous contexts, for instance, solidification [Ode et al., 2001], solid-state trans-
formations [Chen, 2002; Guin and Kochmann, 2023; Ubachs et al., 2004], including
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martensitic transformation [Levitas and Preston, 2002; Tůma et al., 2021; Wang
and Khachaturyan, 1997; Xu et al., 2020] and twinning [Clayton and Knap, 2011;
Liu et al., 2018; Rezaee-Hajidehi et al., 2022], fracture [Ambati et al., 2014; Bourdin
et al., 2000], corrosion [Cui et al., 2021], ferroelectric [Choudhury et al., 2005; Li
et al., 2001] and magnetic domain evolution [Zhang and Chen, 2005], electromigra-
tion [Bhate et al., 2000], solid-state sintering [Wang, 2006], biological applications
[Biben et al., 2005; Du et al., 2006], and many more.

Another important feature of the phase-field method is that the order parameter
carries information about the energy of the interfaces. The interfacial energy is
naturally included in the energy balance and thus contributes to the driving force for
interface propagation, which is particularly important at smaller scales at which the
interfacial energy effects are more pronounced. It is also the interfacial energy term
in the free energy function that sets the thickness of the diffuse interfaces through the
term involving the gradient of the order parameter. Moreover, considering that the
contribution of interfaces to the total energy of a system is size-dependent, the phase-
field method is able to model the size effects [Rezaee-Hajidehi and Stupkiewicz, 2020;
Tůma et al., 2016; Yeddu, 2018].

Current research on the phase-field method also places significant emphasis on
the quantitative aspect of numerical simulations. The phase-field method, by its
nature, is a phenomenological approach – the evolution equations describing the
phase-field variables are derived on the basis of general thermodynamic and kinetic
principles. However, the phase-field method does not describe behaviour at the
atomistic level, so specific thermodynamic inputs, such as interfacial energy or mo-
bility, must be determined based on experimental and theoretical research. In some
cases, they are not even directly accessible by experiment. A remedy for this limi-
tation can be then the combined phase-field method with the so-called ab initio or
first-principles calculations [Bhattacharyya et al., 2019; Kim et al., 2017; Klepeis,
2006; Lymperakis et al., 2009; Vaithyanathan et al., 2002], which use quantum me-
chanical methods to determine parameters numerically without empirical fitting or
adjustment. In this way, this mixed approach acts as a bridge between atomistics
and microstructure, providing a method that allows both qualitative and quantita-
tive predictions.

However, the beneficial features of the phase-field method, as discussed above,
come at a price of a high computational cost. This is because a sufficiently fine
computational grid (mesh) is needed to correctly represent the profile of the order
parameter across the diffuse interface (whose thickness is very often of much smaller
scale than the characteristic dimension of the problem) and to correctly represent
the corresponding interfacial energy. This sets a severe constraint on the maximum
allowable element size, and the associated high computational cost limits the maxi-
mum physical dimension of the domain that can be considered in the computations.

With the aim to overcome the limitations discussed above, the so-called ‘sharp
phase-field method’ has been developed by Finel et al. [2018], see also [Dimokrati
et al., 2020; Fleck and Schleifer, 2022; Fleck et al., 2022]. The method allows the
computational grid to be larger than the theoretical interface thickness, hence signif-
icantly coarser meshes can be used compared to the conventional phase-field method,
and thus larger physical domains can be effectively simulated. However, the method
relies on the notion of the discrete gradient, which is limited to the finite difference
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method and does not generalize to other discretization techniques, in particular, to
the finite-element method.

In this thesis, the mentioned limitations of the phase-field method are addressed
from a different perspective. Focusing on microstructure evolution problems involv-
ing elastic interactions and on the finite element method for spatial discretization,
a hybrid diffuse–semisharp approach is proposed. It is presented in detail in Chap-
ter 5, after Dobrzański and Stupkiewicz [2024]. The microstructure, including dif-
fuse interfaces and their evolution, is described in a phase-field-like fashion using a
continuous order parameter, and the order parameter plays the role of a level-set
function that implicitly defines the position of the sharp interfaces. Considering
that the position of the interfaces is arbitrary (and changes in a continuous man-
ner), a fixed finite-element mesh does not conform to those sharp interfaces. To
solve the corresponding mechanical equilibrium subproblem, a semisharp approach,
namely the laminated element technique (LET), presented in detail in Chapter 4, is
employed. In this approach, the elements that are cut by an interface are treated as
laminates of the two involved phases, so that the interface-affected elements create a
thin (one element thick) layer of elements between the two phases, and the method
can thus be classified as semisharp. In the present context, it is an important feature
of LET that the response is a continuous function of the position and orientation of
the interface, hence the method is suitable for problems involving moving interfaces.



Chapter 3

Preliminaries

3.1 Two-phase body with a material weak disconti-
nuity

This section presents the basic equations of continuum mechanics for a body com-
posed of two phases separated by a surface of weak discontinuity, also referred to
as an interface, where there is a sudden change in material properties. The term
’phases’ denotes distinct and homogeneous regions of the system separated by the
interfaces and having their mechanical properties defined.

The first two subsections present the equations for both finite- and small-strain
frameworks, while the final subsection provides a general approach to modelling such
systems using the finite element method.

3.1.1 Finite-strain framework

Consider a body occupying, in the reference configuration, the domain Ω, see Fig. 3.1.
The body consists of the two phases, occupying the subdomains Ω1 and Ω2, respec-
tively, that are separated by the interface Γ = Ω1 ∩ Ω2. Thermal influences and
interfacial energy are neglected. Within both phases, the material properties are
assumed to be homogeneous. The interface Γ dividing the body is assumed to be
smooth and its direction at each point is denoted by the unit normal vector N
pointing from Ω1 to Ω2.

Deformation of the body is described by the deformation mapping φ such that
x = φ(X) = X + u(X) where X and x denote the position of a material point in

Ω1
Ω2

Γ

N
∂Ωt

∂Ωu

Figure 3.1: The scheme of the two-phase body with the material interface occu-
pying the domain Ω in the reference configuration.
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the reference and current configuration, respectively, and u is the displacement field.
The deformation mapping is assumed to be continuously differentiable in Ω1 and in
Ω2 and continuous on Γ. The deformation gradient F = ∇φ can thus be defined
in Ω1 and in Ω2, while continuity of φ implies the following kinematic compatibility
condition, e.g. [Šilhavý, 1997],

[[F ]] = c⊗N on Γ, (3.1)

where [[�]] = (�)2 − (�)1 denotes the jump of the quantity � at the interface Γ, c
is a vector and ⊗ denotes the diadic product.

The isothermal Helmholtz free energy density function (per unit volume) can be
written, separately for the i-th phase, in the following form

ψi(F ) = ψ0
i + ψel

i (F ), (3.2)

where ψ0
i is the chemical energy component (the energy in the stress-free state)

and ψel
i (F ) is the elastic strain energy part. In the case of finite deformations, the

potential ψi is a function of the deformation gradient, which depends on the consti-
tutive model that is used. Assuming the hyperelastic material, the local constitutive
equation takes the form

P =
∂ψi

∂F
in Ω \ Γ, (3.3)

where P = JσF−T is the first Piola–Kirchhoff stress tensor, defined in terms of
the Jacobian determinant J = detF and the Cauchy stress tensor σ. It is worth
noting that relation (3.3) is not determined on the interface Γ, as a jump in the
stress field can be expected there due to a sudden change in material properties.
However, preserving the equilibrium at the interface Γ necessitates fulfilling the
second compatibility condition – the continuity of the stress vector

[[P ]] ·N = 0 on Γ. (3.4)

Having the stress field defined, the equilibrium equation in the strong form can be
formulated

DivP = 0 in Ω \ Γ,

{
u = u∗ on ∂Ωu

P · ν = T ∗ on ∂Ωt

, (3.5)

where u∗ and T ∗ denote the prescribed displacement and traction on the boundaries
∂Ωu and ∂Ωt, respectively, and ν stands for the unit outer normal to Ω. Here, to
indicate that the differentiating proceeds with respect to the reference configuration,
the divergence operator is written with a capital letter.

3.1.2 Small-strain framework

The set of equations within the small-strain framework will not fundamentally differ
from those mentioned in the previous chapter. In this case, no distinction is made
between the reference and current configurations and hence the position of a material
point in both configurations is the same, namely x ≈ X. The deformation of the
body is described by the displacement field u and the measure of deformations is
the infinitesimal strain tensor ε, which is the symmetric part of the displacement
gradient

ε = ∇su =
1

2

(
∇u+ (∇u)T

)
in Ω \ Γ. (3.6)
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Also, the kinematic compatibility condition takes the form of the symmetric part of
the dyadic product

[[ε]] =
1

2
(c⊗ n+ n⊗ c) on Γ, (3.7)

where n stands for the unit normal of the interface Γ pointing from Ω1 to Ω2. Note
that the jump of the displacement gradient is expressed as [[∇u]] = c⊗ n.

Analogically, the isothermal Helmholtz free energy density function for i-th phase
takes the form

ψi(ε) = ψ0
i + ψel

i (ε). (3.8)

In the case of the small-strain framework, the elastic strain energy component is
expressed as

ψel
i (ε) =

1

2
(ε− εti) : Li : (ε− εti), (3.9)

where Li is the fourth-order elastic moduli tensor and εti is the transformation
strain (known and constant within each phase) of the i-th phase. Then, the local
constitutive equation takes the following form

σ =
∂ψi

∂ε
= Li : (ε− εti) in Ω \ Γ, (3.10)

where σ is the Cauchy stress tensor. The second compatibility condition (the con-
tinuity of the traction on the interface) is preserved by fulfilling the equation

[[σ]] · n = 0 on Γ. (3.11)

The strong form of the equilibrium equation is defined as follows

divσ = 0 in Ω \ Γ,

{
u = u∗ on ∂Ωu

σ · ν = t∗ on ∂Ωt

, (3.12)

where t∗ is the prescribed surface traction.

3.1.3 Finite-element treatment

To establish the finite-element formulation, the weak form of the equilibrium equa-
tion is required. To achieve this, first introduce the kinematically admissible dis-
placement field

uζ = u+ ζη, (3.13)

where u is the displacement field fulfilling the equilibrium equation (the real one), ζ
is a scalar and η stands for any vector field vanishing on the boundary ∂Ωu, where
the displacement is prescribed. The term ζη in the above equation is commonly
referred to as the perturbation of the displacement field u, with ζ indicating the
scale and η representing the direction of this perturbation. The virtual displacement
(or so-called test function) is then defined as follows

δu =
∂uζ

∂ζ
dζ = η dζ. (3.14)

For the sake of convenience and practicality, the more usual way of calculating
the variations of any field or functional in mechanics is to use the formalism of
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Gateaux derivative. Assuming uϵ expresses the family of kinematically admissible
displacement fields of one parameter ϵ, where uϵ|ϵ=0 = u fulfils the equilibrium
equation, the virtual displacement is then calculated in the following way

δu =
d

dϵ
uϵ

∣∣∣∣
ϵ=0

. (3.15)

Essentially, δu represents an infinitesimal perturbation of the displacement field u.
Assuming that the field uϵ is kinematically admissible, the variation δu must also
conform to the conditions of kinematic admissibility. As a result, it must possess
differentiability throughout the entire domain Ω, except for the interface Γ, where
it can suffer a weak discontinuity.

Finite-strain framework

The weak form of the equilibrium equation is obtained in a rather standard manner
– by multiplying the strong form of the equilibrium equation (3.5)1 by the test
function δu and integrating over the whole domain, consequently. Owing to the
discontinuity of the deformation at the interface Γ, it is expressed as follows∫

Ω1

DivP · δu dV +

∫
Ω2

DivP · δu dV = 0 ∀ δu. (3.16)

Using rather standard mathematical operations, such as employing the divergence
theorem and applying integration by parts, the integral for the i-th phase can be
rewritten as∫

Ωi

DivP ·δu dV =

∫
Ωi

P : Grad δu dV −
∫
Γ

δu·P ·Ni dS−
∫
∂Ωi,t

T ∗ ·δu dS, (3.17)

where Ni is the outward-pointing unit normal on the boundary Γ of the phase
i. Here, similar to before, to emphasize that the differentiation is carried out in
the reference configuration, the gradient operator is written in uppercase. Since
∂Ωt = ∂Ω1,t ∪ ∂Ω2,t and N1 = −N2 = N , the weak form takes the following form

2∑
i=1

∫
Ωi

P : Grad δu dV +

∫
Γ

δu · [[P ]] ·N dS︸ ︷︷ ︸
=0, because of the traction
continuity condition (3.4)

−
∫
∂Ωt

T ∗·δu dS = 0 ∀ δu. (3.18)

Ensuring the fulfilment of the second compatibility condition at the interface (3.4)
results in the elimination of the second term in the equation above. On the other
hand, the first compatibility condition (3.1), related to the continuity of the displace-
ment field, is satisfied by the assumption of the continuity of the virtual displacement
field. Finally, the weak form of the equilibrium equation is stated as

2∑
i=1

∫
Ωi

P : Grad δu dV −
∫
∂Ωt

T ∗ · δu dS = 0 ∀ δu. (3.19)

In the next step, the domain Ω is discretized into the triangulation T. The
standard approach when modelling weak discontinuities using the finite element
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method is to use a conforming finite-element mesh in which the mesh matches the
interfaces. In such a scenario the triangulation T of the domain Ω can be partitioned
into two disjoint subsets

T = T1 ∪ T2, (3.20)

where T1 and T2 are the sets of finite elements that correspond to subdomains Ω1

and Ω2, respectively. The displacement field u is then approximated using the basis
functions Ni

uh =
∑
k

N
(u)
k uk, (3.21)

where uk stands for the displacement of k-th node of the triangulation T with pu =
{uk} denoting the global vector consisting of all nodal values. As a consequence,
the approximation of the virtual displacement used in the weak form (3.19) takes
the form

δuh =
∑
k

N
(u)
k δuk (3.22)

(thus obtaining the Galerkin method) and the other approximated quantities, such
as deformation gradient F h and the first Piola–Kirchhoff stress tensor P h, are then
obtained

F h = I +
∂uh

∂X
, P h = P (F h), (3.23)

where I is the second-order identity tensor. Following the standard approach, uh is
introduced into the weak form (3.19) and the integration is performed over individual
finite elements ω of the triangulation (3.20). Thereby, the discretized weak form of
the equilibrium equation takes the form

2∑
i=1

(∑
ω∈Ti

∫
ω

P h : Grad δuh dV

)
−
∑
∂ω∈St

∫
∂ω

T ∗ · δuh dS = 0 ∀ δpu, (3.24)

where St denotes the triangulation of the boundary ∂Ωt into surface segments ∂ω,
consistent with the triangulation T of the bulk. According to the fundamental lemma
of the calculus of variations, the obtained variational equation (3.24) defines the set
of nonlinear equations that can be written in the following residual form

Ru(pu) = 0. (3.25)

The solution of these equations is obtained using the Newton–Raphson method.

Small-strain framework

In the small-strain framework, the weak form of the equilibrium equation retains
the same structure, albeit expressed in terms of appropriate measures of strain and
stress specific to infinitesimal deformations

2∑
i=1

∫
Ωi

σ : δε dV −
∫
∂Ωt

t∗ · δu dS = 0 ∀ δu, (3.26)

where δε = ∇sδu = 1
2

(
∇δu+ (∇δu)T

)
. Following a similar procedure as in the

finite-strain framework, and utilizing the same approximation (3.21), one arrives at



22 3 Preliminaries

the discretized weak form of the equilibrium equation:

2∑
i=1

(∑
ω∈Ti

∫
ω

σh : δεh dV

)
−
∑
∂ω∈St

∫
∂ω

t∗ · δuh dS = 0 ∀ δpu, (3.27)

where

εh =
1

2

(
∇uh + (∇uh)T

)
, σh = σ(εh), δεh =

1

2

(
∇δuh + (∇δuh)T

)
. (3.28)

Lastly, the set of nonlinear equations defined by the variational equation (3.27) can
be written in the residual form (3.25) and is solved using the Newton–Raphson
method.

3.2 Two-phase body with a moving weak disconti-
nuity

In this section, moving interfaces are considered. The scenario of an interface in
motion is not merely an abstract concept; it can manifest during phase transforma-
tions in microstructures. For instance, in the case of martensitic transformations
in shape-memory alloys, the moving interface represents a propagating front that
separates the two material phases.

Since the numerical examples of moving interfaces presented in the subsequent
chapters of this thesis are restricted to cases involving small deformations only, all
equations and formulae are demonstrated here within the small-strain framework.

The section is organized as follows: in the first subsection, the classical for-
mulation of the microstructure evolution problem in the sharp-interface framework
is presented. Then, a diffuse-interface approach is discussed. The last subsection
presents the implementation of the phase-field model in the context of the finite
element method.

3.2.1 Reference sharp-interface problem

Consider now that the interface Γ is allowed to move, see Fig. 3.2. For this to be
possible, it is necessary to introduce a new physical quantity into the considerations,
which will induce this motion. This quantity is the thermodynamic driving force,
intricately linked to the change in the position (relative to the material) of the
interface in the direction perpendicular to it. It is not a force in the Newtonian
sense, meaning it does not cause deformation or motion of the entire body; rather,
it is a new type of force referred to in the book by Gurtin [2000] as a configurational
force, which performs work when the microstructure of a material evolves [Podio-
Guidugli, 2002]. In this work, as will be formalized later, it is assumed that the
position (relative to the material) of a given point on the interface remains unchanged
only when the associated local driving force is zero. Therefore, if at every point on
the interface Γ, the thermodynamic force equals zero, and moreover, mechanical
equilibrium is satisfied at every point of the body, then the body is said to be in
thermodynamic equilibrium.

In this thesis, the focus is limited to quasi-static problems, thus omitting inertial
effects. Consequently, to derive the formula for the thermodynamic driving force,
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Γ

m,γ ̂ψ� ψ�

Ω1 Ω2
∂Ωu

n

Figure 3.2: The scheme of the two-phase body with the moving interface Γ occu-
pying the domain Ω in the reference configuration.

it is convenient to employ the variational principles of mechanics, as illustrated for
finite deformations in the book by Gurtin [2000]. The derivation below follows that
of Gurtin [2000], except that the small-deformation framework is used.

The total free energy of the system is given by the functional

Ψ̂ (u,Γ) =

∫
Ω1

ψ1 dV +

∫
Ω2

ψ2 dV +

∫
Γ

γ dS, (3.29)

where ψi is defined as in Eq. (3.8) and γ is the interfacial energy density (per unit
area of the interface Γ) – assumed to be constant in this work. The system is
in thermodynamic equilibrium when the displacement field u and the position of
the interface Γ minimize the energy functional (3.29). This implies the restriction
of the vanishing of the first variation of the total free energy with respect to the
perturbation of both the displacement δu and the position of the interface δΓ,
namely

δΨ̂ (u,Γ) =
d

dϵ
δΨ̂ (uϵ,Γϵ)

∣∣∣∣
ϵ=0

= 0, ∀δu∀δΓ. (3.30)

The virtual displacement δu is defined as in the formula (3.15), while the perturba-
tion of the position of the interface δΓ is stated as follows: assume that Γϵ expresses
the family of interfaces that depend on ϵ in a continuous manner and is such that
Γϵ = Γ at ϵ = 0. Furthermore, Γϵ is parameterized by X = Xϵ(ξ1, ξ2). The variation
δΓ is then defined as a normal part (a scalar field) of the variation of Γ

δΓ = n · d
dϵ

Xϵ(ξ1, ξ2)

∣∣∣∣
ϵ=0

. (3.31)

Due to the linearity of the variation operator, the variation of the total free energy
can be rewritten in the form

δΨ̂ (u,Γ) = δ

(∫
Ω1

ψ1 dV

)
+ δ

(∫
Ω2

ψ2 dV

)
+ δ

(∫
Γ

γ dS

)
. (3.32)

Because the internal geometry of the body is changing due to the variation δΓ,
this fact should be taken into account when calculating the variations of the above
functionals. The following formulae for the related perturbations in the integration
domains will serve as a support for further derivations, see also Fig. 3.3,

2∑
i=1

δ

(∫
Ωi

dV

)
=

2∑
i=1

(
(−1)i+1

∫
Γ

δΓdS

)
, δ

(∫
Γ

dS

)
= −

∫
Γ

κδΓdS, (3.33)
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dS
δŇn

Γ
Ω1 Ω2

˱δŇdS
dϑ

dS'

δŇn

δ

ρ

dS dS'–dS=
  –κδΓdS

(a) (b)

Figure 3.3: The supplementary 2D sketch illustrating the perturbations in the
integration domains related to the perturbation of the interface Γ. The subfigure
(a) shows the geometrical relation for the perturbation of the volume, while the
subfigure (b) represents the geometrical relation for the perturbation of the interface
surface, where κ is the curvature at a given point of Γ (for 3D case, κ is twice the
mean curvature).

where κ is the total curvature (i.e., twice the mean curvature) at a given point of
the interface Γ. By incorporating the above, the bulk components yield

2∑
i=1

δ

(∫
Ωi

ψi dV

)
=

2∑
i=1

(∫
Ωi

∂ψi

∂ε
: δε dV + (−1)i+1

∫
Γ

ψiδΓdS

)
=

2∑
i=1

∫
Ωi

σ : ∇δu−
∫
Γ

[[ψ]]δΓdS,

(3.34)

whereas the variation of the interfacial part results in

δ

(∫
Γ

γ dS

)
= −

∫
Γ

γκδΓdS. (3.35)

By successively applying integration by parts, the divergence theorem and the iden-
tity [[fg]] = ⟨f⟩[[g]] + [[f ]]⟨g⟩, where ⟨�⟩ = 1

2
(�1 + �2) represents the average of

the interfacial limits of �, the variation of the total free energy (3.32) then gives
consequently

δΨ̂ (u,Γ) = −
2∑

i=1

∫
Ωi

δu · divσ dV−∫
Γ

(
⟨δu⟩ · [[σ]] · n+ [[δu]] · ⟨σ⟩ · n

)
dS −

∫
Γ

(
[[ψ]] + γκ

)
δΓdS.

(3.36)

Due to the compatibility condition, the displacement field and therefore the virtual
displacement must be continuous,

δu1 +∇u1 · (δΓn) = δu2 +∇u2 · (δΓn), (3.37)

which can be rewritten in the form:

[[δu]] = −δΓ[[∇u]] · n. (3.38)
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Applying (3.38) to the (3.36) finally gives

δΨ̂ (u,Γ) = −
∫
Ω1

(divσ) · δu dV −
∫
Ω2

(divσ) · δu dV−∫
Γ

([[σ]] · n) · ⟨δu⟩ dS −
∫
Γ

(
[[ψ]]− (⟨σ⟩ · n) · ([[∇u]] · n) + γκ

)
δΓdS.

(3.39)

The vanishing of the variation of the total free energy for any perturbations
δu and δΓ, as stated in (3.30), leads to significant implications. The first three
integrals in (3.39) represent the equilibrium equations governing a two-phase body
with a material (non-moving) interface. These equilibrium equations were previously
presented in (3.11) and (3.12). On the other hand, the last integral provides an
additional condition, which is associated with the motion of the interface, namely

[[ψ]]− (⟨σ⟩ · n) · ([[∇u]] · n) + γκ = 0, (3.40)

which is often referred to as the Maxwell relation. This condition, together with the
equilibrium equations, guarantees that the body is in thermodynamic equilibrium.
Thus, the left-hand side of the equation (3.40) defines the thermodynamic driving
force. Taking into account the continuity of the displacement field (3.7) and the
symmetry of the stress tensor σ, the expression for this force can be elegantly
expressed as follows

f̂ = [[ψ]]− ⟨σ⟩ : [[ε]] + γκ. (3.41)

Furthermore, it is worth noting that in this expression, the term ⟨σ⟩ can be replaced
with σ1 or σ2 due to the traction continuity condition (3.11) at the interface Γ.
Finally, the above formula can be grouped and expressed in a more concise way

f̂ = f̂bulk + f̂int, (3.42)

where
f̂bulk = [[ψ]]− ⟨σ⟩ : [[ε]], f̂int = γκ (3.43)

are the driving forces related exclusively to the bulk and the interfacial energy,
respectively. The obtained expression for the bulk-related thermodynamic driving
force (3.43)1 is consistent with the formulas found in the literature, cf. [Abeyaratne
and Knowles, 1990]. It is also worth mentioning that it can be derived from the
Eshelby stress tensor [Eshelby, 1999], see also [Kuhn et al., 2017]. Indeed, if the
small-strain Eshelby stress tensor is given by

Σ = ψI − (∇u)T · σ, (3.44)

then the normal component of the jump of the Eshelby stress tensor provides

n · [[Σ]] · n = [[ψ]]− n · [[(∇u)T · σ]] · n =

[[ψ]]− n ·
(
[[∇u]]T · ⟨σ⟩

)
· n− n ·

(
⟨∇u⟩T · [[σ]]

)
· n.

(3.45)

In view of the condition (3.11), the last component vanishes in the above equation
and the remaining part can be rewritten as

n · [[Σ]] · n = [[ψ]]− (⟨σ⟩ · n) · ([[∇u]] · n), (3.46)
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which leads to the conclusion that

f̂bulk = n · [[Σ]] · n = [[ψ]]− ⟨σ⟩ : [[ε]]. (3.47)

Now that the thermodynamic driving force has been defined, the kinetic law for
the interface can be proposed. Viscous dissipation is commonly employed in phase-
field models. Of course, examples can be found where other types of dissipation are
used, see [Guin and Kochmann, 2023; Rezaee-Hajidehi and Stupkiewicz, 2021; Tůma
et al., 2018]. However, such applications are relatively scarce in the context of the
phase-field method. In this thesis, as mentioned in the introduction of this section,
the considerations are limited to the case of viscous dissipation. Consequently, the
kinetic law for the interface Γ is then defined,

v̂n = m̂f̂, (3.48)

where v̂n is the interface speed in the normal direction n, m̂ is the interface mobility
and f̂ is the local thermodynamic driving force (3.41), associated with the propagat-
ing interface. While the interface mobility is an arbitrary parameter exclusively tied
to the interface property, the thermodynamic driving force is additionally influenced
by the deformation in proximity to the interface.

Direct computational (e.g., finite-element) treatment of the microstructure evolu-
tion problem within the sharp-interface framework is not straightforward because it
would require remeshing to ensure that the mesh matches the evolving microstruc-
ture. A feasible approach to model moving interfaces is thus to adopt a diffuse-
interface approximation independent of the spatial discretization, which is discussed
next.

3.2.2 Diffuse-interface framework†

The sharp-interface problem discussed in the preceding section can be approximated
by adopting a diffuse-interface description using the phase-field method. To this
end, a continuous order parameter ϕ, 0 ≤ ϕ ≤ 1, is introduced such that ϕ =
0 corresponds to phase 1 and ϕ = 1 to phase 2, while the intermediate values
correspond to the diffuse interface, see Fig. 3.4.

phase 2

phase 1

ξ

Figure 3.4: The order parameter profile, denoted with a red solid line, representing
the diffuse interface between two phases.

†The content of this section has been entirely excerpted from the article of Dobrzański and
Stupkiewicz [2024]. Minor modifications may have been applied to the text and figures.
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Accordingly, the Helmholtz free energy ψ, characterizing both the individual
phases and the diffuse interface, is assumed to be a function of the strain ε and
of the order parameter ϕ and its spatial gradient ∇ϕ, and comprises the bulk and
interfacial energy contributions, ψbulk and ψint, respectively,

ψ(ε, ϕ,∇ϕ) = ψbulk(ε, ϕ) + ψint(ϕ,∇ϕ). (3.49)

The bulk energy contribution ψbulk is specified as

ψbulk(ε, ϕ) = ψ0(ϕ) +
1

2
(ε− εt(ϕ)) : L(ϕ) : (ε− εt(ϕ)), (3.50)

where

ψ0(ϕ) = (1− h(ϕ))ψ0
1 + h(ϕ)ψ0

2, εt(ϕ) = (1− h(ϕ))εt1 + h(ϕ)εt2,

L(ϕ) = (1− h(ϕ))L1 + h(ϕ)L2.
(3.51)

Here, in contrast to (3.8) and (3.9), the chemical energy ψ0, the transformation
strain εt and the elastic stiffness tensor L depend on the order parameter ϕ through
the weighting function h(ϕ) such that h(0) = 0, h(1) = 1, and h′(0) = h′(1) = 0.
The popular 2-3-4 polynomial, h(ϕ) = 3ϕ2 − 2ϕ3 (with α = 3), is adopted here, see
[Levitas and Preston, 2002; Steinbach, 2009].

The interfacial energy contribution ψint is taken in the form of the so-called
double-well potential [Steinbach, 2009],

ψint(ϕ,∇ϕ) =
6γ

ℓ

(
ϕ2(1− ϕ)2 + ℓ2

4
∇ϕ · ∇ϕ

)
, (3.52)

where γ is the interfacial energy, see (3.29), and ℓ is the interface thickness param-
eter, see Fig. 3.4. Note that, when ϕ = 0, the bulk energy (3.50) reduces to ψ1, i.e.
to the free energy specified by (3.8) for the pure phase 1, and likewise for the free
energy ψ2 of the pure phase 2 when ϕ = 1.

In the phase-field method, the interfaces are treated as diffuse hence the discon-
tinuities at the interfaces are smeared out and the compatibility conditions (3.7)
and (3.11) need not be considered. Since the strains and stresses are continuous,
the mechanical equilibrium equation holds in the entire domain Ω, i.e. also within
the diffuse interface,

divσ = 0 in Ω, (3.53)

with σ = ∂ψ/∂ε = L(ϕ) : (ε− εt(ϕ)), subject to the boundary conditions (3.12)2.
Evolution of the microstructure is governed by the time-dependent Ginzburg–

Landau equation [Chen, 2002; Penrose and Fife, 1990],

ϕ̇ = −mδΨ

δϕ
,

δΨ

δϕ
=
∂ψ

∂ϕ
−∇ · ∂ψ

∂∇ϕ
, (3.54)

where δΨ/δϕ is the variational derivative of the total free energy functional Ψ =∫
Ω
ψdV , and m is the mobility parameter. Homogeneous Neumann boundary con-

ditions are assumed on the entire boundary,

∇ϕ · ν = 0 on ∂Ω. (3.55)
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It can be shown that the equilibrium profile of the diffuse interface has the
following form [Hildebrand and Miehe, 2012],

ϕ(ξ) =
1

2
tanh

(
ξ − ξ0
ℓ

)
+

1

2
, (3.56)

which can be obtained by minimizing the total interfacial energy Ψint =
∫
Ω
ψintdV of

a planar interface located at ξ = ξ0 (i.e. ϕ(ξ0) = 1
2
), where ξ denotes the coordinate

in the direction normal to the interface. This profile is only an approximation of
the actual profile when the interface is non-planar or when the interface propagates
due to a mechanical driving force that is not constant within the interface. In fact,
special conditions must be met so that a travelling wave solution is obtained with
the interface profile independent of the velocity [Steinbach, 2009].

Adopting the equilibrium profile (3.56) as an approximation of the actual pro-
file, the mobility parameter m in the evolution equation (3.54) can be related to
the mobility parameter m̂ in the sharp-interface description, cf. Eq. (3.48). By
equating the energy dissipated at the propagating sharp interface to that dissipated
within the diffuse interface propagating with the same velocity, thus f̂ v̂n = v̂2n/m̂ =∫ +∞
−∞ (ϕ̇2/m)dξ, where ξ0 = v̂nt, the following relationship is found,

m̂ = 3mℓ. (3.57)

It follows that when the interface parameter ℓ is varied then the mobility parameter
m must be scaled according to (3.57) so that the effective mobility m̂ of the interface
is not affected (to the first order, in view of the approximate profile of the diffuse
interface).

It is worth noting that in the case of using the double-well potential (3.52),
the effective interface thickness, i.e., the region where the contribution of each of
the two phases is non-negligible, cannot be precisely defined. It is related to the
fact that the profile of the diffuse interface (3.56) is a function that asymptotically
approaches extreme values 0 and 1. Nevertheless, based on the hyperbolic tangent
function (3.56), one can estimate the theoretical effective thickness to be 4ℓ.

3.2.3 Finite-element treatment of the phase-field model

In order to arrive at the finite-element formulation, the mechanical equilibrium equa-
tion (3.53) is expressed in a weak form by following the standard procedure,∫

Ω

σ : δε dV −
∫
∂Ωt

t∗ · δu dS = 0 ∀ δu, (3.58)

where δε = ∇sδu, and δu is the virtual displacement (test function) that vanishes,
δu = 0, on ∂Ωu. Likewise, the evolution equation (3.54) is expressed in a weak
form, ∫

Ω

[( ϕ̇
m

+
∂ψbulk

∂ϕ
+
∂ψint

∂ϕ

)
δϕ+

∂ψint

∂∇ϕ
· ∇δϕ

]
dV = 0 ∀ δϕ, (3.59)

where δϕ is the respective test function and

∂ψbulk

∂ϕ
=
(
[[ϕ0]]− σ : [[εt]] +

1

2
(ε− εt(ϕ)) : [[L]] : (ε− εt(ϕ))

)
h′(ϕ), (3.60)
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∂ψint

∂ϕ
=

12γ

ℓ
ϕ(1− ϕ)(1− 2ϕ),

∂ψint

∂∇ϕ
= 3γℓ∇ϕ, (3.61)

where [[�]] = (�)2 − (�)1.
The incremental (time-discrete) form of the evolution equation (3.59) is obtained

by applying the implicit backward-Euler time integration scheme. Considering a
typical time increment tn → tn+1 = tn+ τ , the rate of ϕ is thus approximated by its
finite-difference approximation,

ϕ̇ ≈ 1

τ
(ϕ− ϕn), (3.62)

where ϕn is the known value at the previous time step tn, and ϕ = ϕn+1 is the
unknown value at the current time step. Here and below, to make the notation
more compact, the subscript n + 1 is omitted for the quantities evaluated at the
current time step tn+1. Adopting this notation, the time-discrete problem at tn+1 is
given directly by the weak forms (3.58) and (3.59) with ϕ̇ replaced in (3.59) by its
finite-difference approximation (3.62).

Spatial discretization is performed using the finite element method. The fields of
displacement u and order parameter ϕ are approximated using the respective basis
functions N (u)

k and N (ϕ)
k ,

uh =
∑
k

N
(u)
k uk, ϕh =

∑
k

N
(ϕ)
k ϕk, (3.63)

where uk and ϕk denote the respective nodal values with pu = {uk} and pϕ =
{ϕk} denoting the global vectors. Following the standard approach, uh and ϕh are
introduced into the weak forms (3.58) and (3.59) and integration is performed over
individual finite elements ω of the triangulation T of the domain Ω,∑

ω∈T

∫
ω

σ : δεh dV −
∑
∂ω∈St

∫
∂ω

t∗ · δuh dS = 0 ∀ δpu, (3.64)

∑
ω∈T

∫
ω

[(ϕh − ϕh
n

mτ
+
∂ψbulk

∂ϕ
+
∂ψint

∂ϕ

)
δϕh +

∂ψint

∂∇ϕ
· ∇δϕh

]
dV = 0 ∀ δpϕ, (3.65)

where δεh = ∇sδu
h, and St denotes the triangulation of the boundary ∂Ωt into

surface segments ∂ω, consistent with the triangulation T of the bulk.
The discretized weak forms (3.64) and (3.65) define the set of coupled nonlinear

equations that can be written in the following residual form,

Ru(pu;pϕ) = 0, Rϕ(pϕ;pu) = 0. (3.66)

At each time step of the incremental procedure, these equations are solved in a
monolithic manner, thus R(p) = 0 with R = {Ru,Rϕ} and p = {pu,pϕ}, using the
Newton method.
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3.3 Simple laminate†

In view of the fact that laminated microstructures are fundamental to the method
which will be introduced in the next chapter, this section presents the theory of sim-
ple laminates. The theory is demonstrated under conditions of finite deformations;
nevertheless, the transition to the small-strain theory is direct and straightforward,
and the equations retain an identical structure, differing only in the adopted mea-
sures of strains and stresses.

A simple laminate is a microstructure composed of layers of two phases (materi-
als) separated by parallel planar interfaces, see Fig. 3.5. Under the usual assumption
of separation of scales, strains and stresses are homogeneous within each individual
layer and are identical in all layers of the same phase. The microstructure is then
fully characterized by the volume fractions of the phases, η1 = 1 − η and η2 = η,
where 0 ⩽ η ⩽ 1, and by the interface normal N , all referred to the reference
configuration.

η� �ǧη
η� η

N

Figure 3.5: Sketch of a simple laminate. The microstructure is fully characterized
by the volume fractions of the phases η1, η2 and the lamination orientation, defined
by the unit normal vector N .

Since the strains and stresses are piecewise homogeneous, the macroscopic defor-
mation gradient F̄ = {F } and the macroscopic Piola stress P̄ = {P } are obtained
as simple weighted averages of the respective local quantities,

F̄ = (1− η)F1 + ηF2, P̄ = (1− η)P1 + ηP2, (3.67)

where {�} denotes the average over the representative volume element in the refer-
ence configuration. Here, Fi and Pi denote the local quantities within the individual
phases.

The compatibility conditions (3.1) and (3.4), and the averaging rules (3.67),
complemented by the local constitutive laws of the phases, are sufficient to deter-
mine the macroscopic constitutive law relating the macroscopic quantities, F̄ and
P̄ . This is illustrated below for the case of hyperelastic constituents. The general
case of elastic-plastic phases is discussed in Appendix C, where the corresponding
computational scheme is presented including the structure of the nested iterative-
subiterative scheme and its linearization.

A hyperelastic material model is fully defined by specifying the elastic strain
energy function. Denoting by ψi = ψi(Fi) the Helmholtz free energy density function

†The content of this section has been entirely excerpted from the article of Dobrzański et al.
[2024]. Minor modifications may have been applied to the text and figures.
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of phase i, the corresponding Piola stress Pi is obtained as

Pi =
∂ψi(Fi)

∂Fi

. (3.68)

While the requirement of objectivity implies that ψi is in fact a function of the right
Cauchy–Green tensor Ci = F T

i Fi, it is convenient here to keep the deformation
gradient Fi as the argument of ψi. Since the constituent phases are hyperelastic,
the laminate is also a hyperelastic material. Its behaviour is thus governed by
the corresponding (macroscopic) elastic strain energy function that depends on the
macroscopic deformation gradient F̄ , as discussed below.

Using the kinematic compatibility condition (3.1) and the averaging rule (3.67)1,
the local deformation gradients Fi can be expressed in terms of the macroscopic
deformation gradient F̄ and (yet unknown) vector c,

F1 = F̄ − ηc⊗N , F2 = F̄ + (1− η)c⊗N . (3.69)

The macroscopic elastic strain energy ψ̄ = {ψ} is thus also a function of F̄ and c,

ψ̄(F̄ , c) = (1− η)ψ1(F1) + ηψ2(F2). (3.70)

The unknown vector c can now be determined from the compatibility condi-
tion (3.4). The local deformation gradients Fi specified by (3.69) are kinemati-
cally admissible since this representation satisfies the kinematic compatibility con-
dition (3.1) and the averaging rule (3.67)1 by construction. Accordingly, the local
equilibrium of the laminate, expressed by the compatibility condition (3.4), corre-
sponds to the minimum of the macroscopic elastic strain energy with respect to c
(at prescribed F̄ ). Indeed, the condition of stationarity of ψ̄ gives

0 =
∂ψ̄

∂c
= (1− η)∂ψ1

∂F1

:
∂F1

∂c
+ η

∂ψ2

∂F2

:
∂F2

∂c
= η(1− η)(P2 − P1) ·N , (3.71)

which is equivalent to (3.4) in the non-trivial case of 0 < η < 1.
Eq. (3.4) is a nonlinear equation to be solved for the unknown vector c, for

instance, using the Newton method. The solution of (3.4) depends (implicitly) on
F̄ , resulting in c = c(F̄ ). The macroscopic elastic strain energy can thus be written
as a function of F̄ only,

ψ̄∗(F̄ ) = ψ̄(F̄ , c(F̄ )), (3.72)

such that ψ̄∗ indeed governs the macroscopic response of the laminate,

P̄ =
∂ψ̄∗

∂F̄
. (3.73)

To prove it, one can observe that

∂ψ̄∗

∂F̄
=
∂ψ̄

∂F̄
+
∂ψ̄

∂c
· ∂c
∂F̄

=

(1− η)∂ψ1

∂F1

:
∂F1

∂F̄
+ η

∂ψ2

∂F2

:
∂F2

∂F̄
= (1− η)P1 + ηP2 = P̄ ,

(3.74)

where ∂ψ̄/∂c = 0 in view of (3.71). Computation of the tangent moduli tensor is
not discussed here since it is discussed in Appendix C in a more general setting.

In the case of linear elastic phases, the laminate is also a linear elastic material
fully characterized by a fourth-order tensor of overall elastic moduli. Closed-form
formulae for the overall moduli can be found in [Stupkiewicz, 2007].





Chapter 4

Formulation of the laminated
element technique (LET)

4.1 Idea of the method

The laminated element technique (LET) is a finite-element-based method, in which
the spatial discretization does not conform to the internal geometry of the considered
body, ie., the finite-element mesh is not matching the interface. The main idea of
LET is rather simple: the finite element that is cut by an interface is treated as a
simple laminate composed of the two phases involved, see Fig. 4.1(a). No treatment
is applied to the elements that fully belong to one phase. Therefore, the partition of
the finite-element triangulation T can be introduced as the union of three disjoint
subsets, see Fig. 4.1(b),

T = T1 ∪ T2 ∪ Tint,

T1 = {ω : η(ω) = 0}, T2 = {ω : η(ω) = 1}, Tint = {ω : 0 < η(ω) < 1},
(4.1)

where η(ω) is the volume fraction of the phase 2 in the element ω. In each laminated

Ω1

Ω2

Ω1
Ω2

N

≈
NΓ

T2

T1 Tint

(a) (b)

Figure 4.1: (a) Laminated element technique (LET): the element that is cut by
an interface (denoted by the red solid line) is treated as a simple laminate with the
volume fraction and lamination orientation specified by the actual geometry of the
interface within the element. N is the unit normal to the interface. (b) Partition of
the triangulation in LET. The set of all elements that are fully in phase i is denoted
by Ti, while Tint stands for the set of all elements that are cut by the interface.
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element, the volume fraction of the phases and the lamination orientation are de-
termined according to the actual geometry of the interface within the element, as
described in detail in the next section.

4.2 Formulation of the method
As mentioned in Section 3.3, a simple laminate is uniquely defined by two quantities,
namely the volume fraction and the unit vector normal to the interfaces separating
the phases (in the reference configuration). In LET, these two quantities are deter-
mined locally within each laminated element in terms of the level-set function and
are assumed constant within each element.

The internal geometry of the considered body is defined by the level-set function
ϕ defined over the whole domain Ω,

ϕ : Ω ⊂ Rn → R, (4.2)

such that ϕ < 0.5 corresponds to phase 1, ϕ > 0.5 corresponds to phase 2, and the
interface Γ separating the two phases is represented by the ϕ = 0.5 level set,

Γ = {X ∈ Ω ⊂ Rn | ϕ (X) = 0.5} , (4.3)

where n = 2, 3 is the space dimension. It is desirable that the level-set function ϕ be
smooth and (approximately) proportional to the signed distance from the interface
in the nearest neighbourhood of the interface (within the range of one finite element)
so that the interface is correctly approximated by the ϕ = 0.5 level set of the finite-
element approximation ϕh of the level-set function ϕ,

ϕh =
∑
k

N
(ϕ)
k ϕk, (4.4)

where N (ϕ)
k are the usual finite-element basis functions and ϕk are the nodal values.

There is some ambiguity concerning the determination of the volume fraction.
Exact integration of the volume (or area in 2D) is not possible in the general case
and is not needed considering the approximation introduced by LET anyway. In
this work, only four-node quadrilateral elements in 2D and eight-node hexahedral
elements in 3D are considered, and the following formula for the volume fraction
η(ω) = η

(ω)
2 in the element ω is used,

η(ω) =

∑Nn

k=1⟨ϕ
(ω)
k − 1

2
⟩∑Nn

k=1 |ϕ
(ω)
k − 1

2
|

(4.5)

where ϕ(ω)
k are the nodal values of the level-set function ϕ in the element, Nn is

the number of nodes in the element, and ⟨�⟩ = 1
2
(� + |�|) denotes the Macaulay

brackets.
In 2D, if the considered element is a rectangle and the interface is a straight

line cutting two opposite edges of the rectangle, then formula (4.5) gives an exact
value of the volume fraction. Likewise, in 3D, formula (4.5) is exact for a planar
interface cutting four parallel edges of an element of the shape of a rectangular
cuboid. Otherwise, in particular, when the edges are cut differently, formula (4.5) is
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approximate. For a non-planar interface, the error decreases with mesh refinement
since then the interface effectively tends to be more planar. Some efforts have been
made to generalize formula (4.5) to improve its accuracy for elements of arbitrary,
non-rectangular shape, for instance, by including the usual quadrature weights at
the element nodes, but the simple formula (4.5) has been found more accurate. Note
that, for a planar interface in 2D, the volume fraction can be computed in closed
form using the general formula for the area of a polygon in terms of the coordinates
of the vertices. However, this formula does not generalize to the 3D case. The
general and simple formula (4.5) is thus adopted in this work, while clearly this part
of the model can be replaced by another suitable formulation, see Appendix A.

The unit normal vector N (ω) is calculated as the normalized gradient of the
level-set function ϕh at the element centre X

(ω)
0 ,

N (ω) =
∇ϕh(X

(ω)
0 )

∥∇ϕh(X
(ω)
0 )∥

. (4.6)

Knowing the volume fraction and the interface normal, the overall constitutive
response of the laminate can be readily obtained by applying the micro-to-macro
transition, as described in Section 3.3.

Remark 4.1. The above construction, Eqs. (4.5) and (4.6), is applicable when the
element is cut by one interface only. The approach can be generalized to the case of
more interfaces (and more phases) by introducing additional level-set functions, each
corresponding to one interface. A higher-rank laminate can then be considered with
the micro-macro transition applied in a hierarchical manner or, if there are only two
phases, a simple laminate can be considered with the volume fraction equal to the total
volume fraction of the phases within the element and with the lamination orientation
obtained by averaging those corresponding to each interface, see Appendix B. The
latter approach is employed in the example considered in Section 6.4.

4.3 Discretized weak form of the equilibrium equa-
tion

Considering now the partition of the triangulation (4.1), the discretized weak form
of the equilibrium equation for finite-strain framework, introduced in (3.24), in LET
takes the form

2∑
i=1

(∑
ω∈Ti

∫
ω

P h : Grad δuh dV

)
+
∑
ω∈Tint

∫
ω

P̄ h : Grad δuh dV−

∑
∂ω∈St

∫
∂ω

T ∗ · δuh dS = 0 ∀ δpu,

(4.7)

where P h denotes the approximated stress in the elements that are fully in the
phase i,

P h = P (F h) =
∂ψi(F )

∂F

∣∣∣∣
F=F h

, (4.8)
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and P̄ h is the overall (macroscopic) stress in the laminated microstructure in the
elements containing the interface,

P̄ h = P̄ (F h, η(ω),N (ω)) =
∂ψ̄(F , η(ω),N (ω))

∂F

∣∣∣∣
F=F h

. (4.9)

In Eq. (4.8), P is the first Piola–Kirchhoff stress tensor, and ψi is the free en-
ergy density function for i-th phase, see Eqs. (3.3) and (3.2). In Eq. (4.9), ψ̄ =
ψ̄(F , η(ω),N (ω)) is the overall free energy of the laminate characterized by η(ω) and
N (ω). Recall that η(ω) and N (ω) depend on the level-set function ϕh, see Eqs. (4.5)
and (4.6).

The formulation of LET for small deformations is not essentially different from
that outlined above. The discretized weak form of the equilibrium equation for such
a case is given

2∑
i=1

(∑
ω∈Ti

∫
ω

σh : δεh dV

)
+
∑
ω∈Tint

∫
ω

σ̄h : δεh dV−

∑
∂ω∈St

∫
∂ω

t∗ · δuh dS = 0 ∀ δpu,

(4.10)

where the local constitutive equation for elements fully in phase i reads

σh = σ(εh) =
∂ψi(ε)

∂ε

∣∣∣∣
ε=εh

= Li : (ε
h − εti), (4.11)

while for the elements cut by the interface, the equation reads

σ̄h = σ̄(εh, η(ω),n(ω)) =
∂ψ̄(ε, η(ω),n(ω))

∂ε

∣∣∣∣
ε=εh

= L̄ : (εh − ε̄t). (4.12)

In Eq. (4.11), σ is the Cauchy stress tensor, ψi is the free energy density function
for i-th phase, Li is the stiffness tensor for i-th phase, and εti is the transformation
strain for i-th phase, see Eqs. (3.8)–(3.10). In Eq. (4.12), ψ̄ = ψ̄(ε, η(ω),n(ω)) is the
overall free energy of the laminate characterized by η(ω) and n(ω), L̄ = L̄(η(ω),n(ω))
is the overall stiffness tensor, and ε̄t = ε̄t(η(ω),n(ω)) is the overall inelastic (trans-
formation) strain. In this context, the unit normal vector n(ω) is identical to the
one introduced in (4.6), specifically n(ω) = N (ω). However, to maintain consistency
with prior notation, it is represented using a lowercase letter.

The obtained variational Eqs. (4.7) or (4.10) define the set of equations, in general
non-linear, that can be written in the following residual form

Ru(pu) = 0. (4.13)

The solution of this system of equations is done by applying the Newton-Raphson
method.

Comparing Eqs. (3.24) with (4.7) and (3.27) with (4.10), the novelty of the LET
becomes clear. It consists in extracting, during the numerical integration process, the
elements cut by the interface. These elements are then subjected to a special treat-
ment involving the homogenization of the laminated microstructures, which allows
modelling using nonconforming meshes. The numerical examples demonstrating the
performance of LET can be found in Chapter 6.



Chapter 5

Hybrid diffuse-semisharp treatment
of propagating interfaces (LET-PF)

5.1 Idea of the method
The idea of the proposed hybrid diffuse–semisharp approach is to combine the phase-
field (PF) method with LET, thus the method will be referred to as LET-PF. Specif-
ically, diffuse interfaces, their propagation and the corresponding microstructure
evolution are modelled in a manner similar to the phase-field method. At the same
time, the order parameter ϕ plays the role of the level-set function in the LET-
based treatment of the mechanical subproblem. As noted in the introduction of
Section 3.2.1, the considerations of moving interfaces are limited to the scope of the
small-strain framework only. Consequently, the LET-PF formulation presented in
this chapter does not encompass scenarios involving finite deformations.

5.2 Discretized weak forms of the equilibrium and
evolution equations

As discussed in Section 3.2.3, the weak formulation of the discretized conventional
phase-field method is specified by Eqs. (3.64) and (3.65). In LET-PF, the virtual
work principle (3.64) is replaced by that of the LET method,

2∑
i=1

(∑
ω∈Ti

∫
ω

σh : δεh dV

)
+
∑
ω∈Tint

∫
ω

σ̄h : δεh dV−

∑
∂ω∈St

∫
∂ω

t∗ · δuh dS = 0 ∀ δpu,

(5.1)

which here refers to the current time instant t = tn+1 with the microstructure
specified by the order parameter field ϕh at the current time tn+1. The time-discrete
evolution of the order parameter ϕh is governed by the following weak form,∑

ω∈T

∫
ω

[(ϕh − ϕh
n

mτ
+
∂ψint

∂ϕ

)
δϕh +

∂ψint

∂∇ϕ
· ∇δϕh

]
dV+

∑
ω∈Tint

∫
ω

Nn∑
i=1

∂ψ̄bulk

∂ϕ
(ω)
i

δϕ
(ω)
i dV = 0 ∀ δpϕ,

(5.2)
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which replaces the weak form (3.65) of the conventional phase-field model. The
first term in Eq. (5.2) includes the interfacial energy contribution and the viscous
evolution term and is identical to the respective part of the weak form (3.65). The
second term in Eq. (5.2) describes the driving force resulting from the bulk energy
ψ̄bulk of the laminated elements along the interface. This term is the counterpart of
the respective term in the LET form of the virtual work principle, see Eqs. (4.10)
and (4.12). Note that, in LET-PF, the bulk energy depends on the order parameter
field ϕh only in the laminated elements ω ∈ Tint (through η(ω) and n(ω)). Actually,
also the set Tint itself depends on ϕh (likewise, T1 and T2) and may change during a
time step and even between the individual iterations of the global Newton scheme.
Accordingly, to improve the convergence behaviour, a regularization of the formula
for η(ω) in Eq. (4.5) is employed, as discussed in the next section.

5.3 Discussion
Summarizing, the difference with respect to the conventional phase-field method is
that, in LET-PF, the two sub-models are coupled only within the laminated interface
elements in Tint. This is, in particular, apparent in Eq. (4.10), where σ̄ is the only
term that depends on ϕh, in addition to the set Tint itself. Likewise, in Eq. (5.2),
the coupling occurs only through the overall bulk energy ψ̄bulk of the laminates that
is defined only within the laminated interface elements in Tint. At the same time, in
the conventional phase-field method, the coupling occurs within the whole volume
of the diffuse interfaces, i.e., whenever 0 < ϕ < 1.

And for this reason, the LET-PF has been described as the hybrid diffuse-
semisharp approach. While the interfacial energy ψint remains diffuse and the effec-
tive thickness of the transition region between two phases can be roughly estimated
by 4ℓ, as in the conventional phase-field model, in the case of the bulk energy,
LET-PF smears it out within the layer of only one-element thickness. This is also
the reason why the bulk part of LET-PF is called ’semisharp’ rather than ’sharp’
– after all, the interface is still smeared out, albeit to a smaller degree. Together
with the minimum resolution constraint, h ⩽ ℓ/2 [Hildebrand and Miehe, 2012], it
makes the interface at least eight times ’sharper’ than in the case of the conven-
tional phase-field method, see Fig. 5.1. It also means that for problems with the
dominant contribution of the bulk-energy-related driving force, LET-PF should give
more accurate overall results even for coarse meshes, which will be demonstrated
in Chapter 7. However, when using LET-PF, the mesh size h should still not be
too large compared to the thickness parameter ℓ – as mentioned in Section 4.2, it
is desirable for the level-set function (here: the order parameter ϕ) to be smooth
and approximately proportional to the signed distance from the interface within the
range of one element.

Finally, it is worth noting that if the driving force related to the total interfacial
energy dominates that caused by the total bulk energy, the interface propagation is
effectively governed by the same evolution equation regardless of the method used,
whether LET-PF or conventional phase-field. This observation comes from that in
Eqs. (3.65) and (5.2), the term associated with the bulk energy becomes negligibly
small and can be neglected. Consequently, these equations become identical, ren-
dering both methods indistinguishable in this particular aspect. This effect will be
exhibited later in Chapter 7.
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phase-field method LET-PF

actual interface

bulk-energy transition layer

actual interface

bulk-energy transition layer

Figure 5.1: LET-PF compared to the conventional phase-field method. The profile
of the order parameter is sketched in the upper figures. The shading of the mesh in
the bottom figures indicates the volume fraction of the phases that governs the bulk
energy. In the conventional phase-field method, the transition layer is diffuse and
spans several elements (left), while in the semisharp LET-PF method, it is localized
to only one layer of elements (right).

Note that the mixing based on laminated microstructures, thus in a sense similar
to LET-PF, is employed in some formulations of the phase-field method [Bartels
and Mosler, 2017; Durga et al., 2013; Mosler et al., 2014; Schneider et al., 2015],
however, consistent with the phase-field framework, it is applied within the entire
diffuse interface.

The proposed approach bears some similarity to the level-set method [Osher and
Sethian, 1988] combined with X-FEM [Moës et al., 1999, 2003; Sukumar et al., 2001].
That approach appears attractive because X-FEM is a sharp-interface technique so
that the interfaces can be modelled with a high accuracy using a non-matching
mesh. However, compared to the phase-field method, the related applications for
microstructure evolution problems are much more scarce, e.g. [Duddu et al., 2011;
Ji et al., 2002; Munk et al., 2022]. The LET approach used in LET-PF is not as
accurate as X-FEM [Dobrzański et al., 2024], but it is much simpler, in particular,
its implementation is carried out solely at the element level and does not require
intervention into the structure of the finite-element code. Another pronounced dif-
ference between the two approaches is in the way the interfacial energy is treated.
The level-set function in the level-set method is a signed distance function and its
role is only to (implicitly) define the position of the sharp interface. The interfacial
energy (density per unit area) is then assigned directly to the sharp interface. In
LET-PF, a diffuse-interface description of the interfacial energy is adopted as in
the conventional phase-field method so that the interfacial energy contribution to
the total energy is a bulk-like energy (density per unit volume) distributed in the
vicinity of the interfaces.
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5.4 Regularized volume fraction formula
As mentioned in the previous section, the LET-PF method uses a regularization
of the volume fraction formula for η(ω), given in Eq. (4.5). As is well known, the
absolute value function |�|, which is the essential part of this formula, is a function
that is non-smooth at zero, so its first derivative suffers a jump at this point. For
this reason, its use in the LET-PF method may be a source of convergence stability
problems. Therefore, the modified absolute value function is proposed to overcome
this problem. The new function, defined as

|ϕ|reg =

{
|ϕ|, |ϕ| ⩾ ϕreg

1
2ϕreg

(ϕ2 + ϕ2
reg), |ϕ| < ϕreg

, (5.3)

at the point of the aforementioned discontinuity is smoothed by a parabola con-
necting the two branches of the absolute value function, i.e. −ϕ and ϕ, as shown
in Figure 5.2(a). The function |ϕ|reg depends on the regularization parameter ϕreg,
which describes how large the span of the parabola is, but also how large the cur-
vature is at the point (0, |0|reg), being inversely proportional to the regularization
parameter. Hence, one can conclude that when the regularization parameter tends
to zero, ϕreg → 0, the curvature tends to infinity, and thus the function (5.3) becomes
an absolute value function, i.e., |ϕ|reg → |ϕ|.

(a) (b)

Figure 5.2: Regularized (a) absolute value and (b) Macaulay brackets functions.

As a result of the modified absolute value function (5.3), the Macaulay brackets
function, used in Eq. (4.5), will also be modified, namely

⟨ϕ⟩reg =
1

2

(
ϕ+ |ϕ|reg

)
, (5.4)

whose visualization is shown in Figure 5.2(b). Finally, the elemental volume fraction
will be calculated from the formula

η(ω) =

∑Nn

k=1⟨ϕ
(ω)
k − 1

2
⟩reg∑Nn

k=1|ϕ
(ω)
k − 1

2
|reg

. (5.5)

The consequence of applying this formula will be that, as the interface approaches
some fixed distance, depending on the regularization parameter ϕreg, to the node(s)
of the cut element, the value of the volume fraction in the adjacent element, calcu-
lated according to the formula (5.5), will be in the interval 0 < η(ω) < 1. This means
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Figure 5.3: Exemplary sequence of the interface evolution showing the effect of
neighbouring element activation.

that such a neighbouring element, despite the absence of the interface within it, will
be classified in the set of interface elements Tint, where the lamination treatment is
applied. Let this effect be called “an activation” of a neighbouring element. It is
shown in Fig. 5.3, which presents an example of the sequence of successive stages of
interface evolution.

It therefore remains to determine what value the regularization parameter ϕreg

should be. It was mentioned earlier that it is related to the span of the parabola
smoothing the absolute value function. It cannot therefore be too large, so that the
effect of activation of neighbouring elements does not occur too early, i.e., when the
distance of the interface to the node(s) is, with respect to the mesh size h, relatively
large. It would therefore be necessary to relate the value of the regularization pa-
rameter ϕreg to the size of the finite element h. Furthermore, it is worth noting that
its span will also depend on the slope of the function ϕ within the interface, and
hence on the assumed interface thickness parameter ℓ. Therefore, the value of the
regularization parameter can be roughly estimated according to the formula

ϕreg ≈
h

2ℓ
d, (5.6)

where d > 0 denotes the relative distance from the node(s), related to the mesh size
h, within which the appearance of the interface activates a neighbouring element
fully in one of the phases.

The above regularization significantly improves the convergence behaviour. The
analysis can proceed with a larger time step, while it has a small effect on the
results. In Appendix D, the illustration of this effect is shown based on the additional
simulations of the problem studied in Section 7.1.





Chapter 6

Numerical experiments – material
interfaces†

The performance of LET is examined in this chapter through several numerical
examples. In all examples, a regular quadrilateral (2D) or hexahedral (3D) mesh
is used. In all cases, the results are compared to those obtained using two simple
non-conforming mesh approaches that will be referred to as ELA (element-level
assignment) and GPLA (Gauss-point-level assignment), see Fig. 6.1. Whenever
applicable a conforming mesh is also used.

(b) Element-Level
Assignment

(a) Conforming mesh (c) Gauss-Point-Level
Assignment

(d) Laminated Element
Technique

Figure 6.1: Discretization approaches employed in this work: (a) conforming mesh,
(b) element-level assignment (ELA), (c) Gauss-point-level assignment (GPLA), and
(d) laminated element technique (LET). In ELA (resp. GPLA), the whole element
(resp. Gauss point) belongs to a single phase that is determined by the value of the
level-set function in the element centre (resp. at the Gauss point).

As illustrated in Fig. 6.1(b), in ELA, the whole element is assigned to one of
the phases, and this approach, sometimes called digital-image-based FEM or voxel-
based FEM, is commonly used for segmented 2D and 3D images of the microstruc-
ture or for rasterized representation of the microstructure, e.g. [Keyak et al., 1990;
Lian et al., 2012; Terada et al., 1997]. In GPLA, Fig. 6.1(c), individual integra-
tion (Gauss) points are assigned to one of the phases according to the position of
the integration point, possibly combined with an increased number of integration
points, e.g. [Essongue et al., 2020; Moës et al., 2003]. In the context of voids and free

†The content of this chapter has been entirely excerpted from the article of Dobrzański et al.
[2024]. Minor modifications may have been applied to the text and figures.



44 6 Numerical experiments – material interfaces

boundaries, this latter approach is closely related to the finite cell method [Parvizian
et al., 2007].

6.1 Elastic inclusion

In this section, a 2D elastic inclusion problem in the small-strain framework is
considered. The problem is adopted from [Moës et al., 2003; Sukumar et al., 2001].
Fig. 6.2(a) shows a body that consists of two domains, Ω1 (inclusion) and Ω2, with
the elastic constants (E1, ν1) and (E2, ν2) that are constant within each domain
and suffer discontinuity at the (bonded) interface Γ. The radius of the inclusion
and the outer radius are denoted by a and b, respectively. The loading is applied by
prescribing the radial displacement ur = u∗r and zero circumferential displacement
uθ = 0 at the outer boundary Λ. This problem admits an analytical solution that
can be found in [Sukumar et al., 2001]. In the computational model, a square-

Ω1

E1, ν�

x1

x2

Ω2

E2, ν�

Γ

Λ

a
b

ur=ur
computational

domain

*

(a) (b)

Figure 6.2: Elastic inclusion problem: (a) scheme of the problem; (b) compu-
tational domain with a regular (non-conforming) mesh of quadrilateral elements
(16 × 16 elements, h = 0.125). The interface Γ is approximated by the ϕh = 0.5
level set. The arrows in panel (b) represent the nodal forces applied to the boundary
nodes, which are calculated from the traction resulting from the analytical solution.

shaped domain with the inclusion in the centre is considered, which is discretized
into a regular mesh of isoparametric four-node elements. The dimensions of the
computational domain are L × L, where L = 2, while the parameters specifying
the reference problem are adopted as a = 0.4 and b = 2. To ensure equivalence
with the model described above, the traction resulting from the analytical solution
is applied on the boundary of the computational domain. Additionally, appropriate
displacement boundary conditions are imposed to prevent rigid-body motion.

To examine the performance of LET, the problem is solved for several mesh
densities with the element size h varying between h = 1 (very coarse mesh with
2 × 2 elements) and h ≈ 0.001. The elastic constants are adopted as E1 = 1,
ν1 = 0.25, E2 = 10, and ν2 = 0.3 (‘soft inclusion’ case) and as E1 = 200, ν1 = 0.25,
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(a)

(b)

Figure 6.3: Elastic inclusion problem: rate of convergence in energy norm for
(a) soft inclusion (E2/E1 = 10) and (b) hard inclusion (E2/E1 = 0.005). The
results obtained for a matching mesh of four-node quadrilateral elements are labelled
‘MMsh’. The results for X-FEM are taken from [Moës et al., 2003], and those for
A-FEM from [Essongue et al., 2020].
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E2 = 1, and ν2 = 0.3 (‘hard inclusion’ case). Convergence of the error is shown
in Fig. 6.3. The error is here defined as the relative error in energy norm, as in
[Essongue et al., 2020; Moës et al., 2003],

ēE =
1(∫

Ω
2ψel(εexact) dΩ

)1/2 ∥∥uh − uexact
∥∥
E(Ω)

=

(∫
Ω
ψel(εh − εexact) dΩ∫
Ω
ψel(εexact) dΩ

)1/2

,

(6.1)
where ψel is the elastic strain energy density function, uexact and εexact are the exact
displacement and strain obtained from the analytical solution, and uh and εh are
the displacement and strain resulting from the computational model. The integrals
are evaluated by applying the 2 × 2 Gauss quadrature. Note that, in the case of
LET, the local strains in each phase are known at the Gauss points of the laminated
elements, and the respective local strains are used to evaluate the error.

Fig. 6.3 shows the results obtained for LET, and for comparison, for ELA and
GPLA, the two simple non-conforming mesh approaches that will be used as a
reference in all subsequent examples. Fig. 6.3 includes also the results obtained
for a matching mesh as well as the results taken from the literature for exactly
the same problem, specifically, for X-FEM [Moës et al., 2003] (available only for
the soft inclusion case) and for A-FEM [Essongue et al., 2020]. It follows from
Fig. 6.3 that the convergence rate of LET, ELA, GPLA, and A-FEM is similar,
approximately equal to 0.5, but the error is the lowest for LET (in the hard inclusion
case, the error of LET and A-FEM is similar). Since these methods employ a non-
conforming approximation of the displacement field, the optimal convergence rate of
1, characteristic for a matching mesh and also for X-FEM, cannot be achieved. This
is also illustrated in Fig. 6.4 where the error in L2 norm (eL2 = ∥uh − uexact∥L2(Ω))
is shown. In this norm, the convergence rate is approximately equal to 1 for LET,
ELA and GPLA, while it is equal to 2 for a matching mesh, as expected. It is
stressed here that LET is not aimed to compete with more sophisticated methods,
like X-FEM, in terms of accuracy. The advantage of LET is its simplicity and ease
of implementation, and, at the same time, improved accuracy, as compared to ELA
and GPLA.

Fig. 6.5 shows the relative error in energy norm as a function of the Young’s
moduli contrast E2/E1 evaluated for E1 = 1 and ν1 = ν2 = 0.25, and for the
element size h = 0.004 (500 × 500 elements). Again, the error is the lowest for
LET, and the difference with respect to ELA and GPLA increases with increasing
contrast, particularly in the case of hard inclusion (E2/E1 < 1).
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(a)

(b)

Figure 6.4: Elastic inclusion problem: rate of convergence in L2 norm for (a) soft
inclusion (E2/E1 = 10) and (b) hard inclusion (E2/E1 = 0.005).
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Figure 6.5: Elastic inclusion problem: relative error in energy norm as a function
of the Young’s moduli contrast E2/E1.

6.2 Compatible eigenstrain at a planar interface
In this section, the behaviour of LET for a 2D problem of elasticity with eigenstrain
in the small-strain framework is investigated. Two elastic domains are separated by
a planar interface inclined at an angle α to the horizontal axis, see Fig. 6.6(a). Each
domain is homogeneous and is characterized by elastic constants Ei and νi and by
a homogeneous eigenstrain ε0i so that the elastic strain energy is a function of the
elastic strain, ψel

i = ψel
i (ε

el), εel = ε− ε0i .
The eigenstrains in both phases are assumed compatible so that

∆ε = ε02 − ε01 =
1

2
(a⊗ n+ n⊗ a) , (6.2)

where n is a unit normal to the interface, a is a prescribed vector, and to fix
attention that ε01 = 0 is assumed. Accordingly, in the continuum setting, the total
elastic strain energy vanishes, ∫

Ω

ψel
(
ε− ε0

)
dΩ = 0. (6.3)

For a non-conforming finite-element mesh, the local incompatibilities introduced
by the discretization are accommodated by elastic strains, see Fig. 6.6(c), and the
corresponding strain energy can be used as a measure of the error. The normalized
error in energy norm is thus defined as

ẽE =
1

(a2E∗L)1/2
∥∥uh − uexact

∥∥
E(Ω)

=

(
1

a2E∗L

∫
Ω

ψel(εh − ε0) dΩ

)1/2

, (6.4)

where the error is normalized by the interface length L and also by a = ∥a∥ and
E∗ =

√
E1E2 so that the error does not depend on a and depends on E1 and E2

only through their ratio, the contrast E2/E1.
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Figure 6.6: Eigenstrain problem: (a) scheme of the problem; (b) computational
domain with a coarse (non-conforming) mesh of 11×17 quadrilateral elements for a
sample interface orientation α = π/9 (the actual computations are carried out for a
fine mesh of 101× 151 elements); (c) deformed coarse mesh with the colour map of
the normalized elastic strain energy density, ψel/(a2E∗), for β = π/2 (displacements
are scaled for better visibility).

The analysis is performed for a wide range of the Young’s moduli contrasts
E2/E1 ∈ (0.001, 1000) with ν1 = ν2 = 0.25 and for two values of the angle β
between vectors a and n, namely β = 0 and β = π/2. The actual computations
are carried out for E1E2 = 1 and a = 1. Dimensions of the rectangular domain are
w = 10 and h = 15, and the domain is discretized into a regular mesh of 101× 151
elements (element size h ≈ 0.1). An odd number of elements is adopted in each
direction and the interface passes through the centre of the domain so that, for
all orientation angles, the mesh is non-conforming (also for α = 0 and π/2). The
boundaries are free, only the rigid body motion is prevented by enforcing adequate
boundary conditions.

Representative results are shown in Fig. 6.7 for β = 0 and in Fig. 6.8 for β = π/2.
Intermediate values of β are not considered since the corresponding solutions can
be obtained by the superposition of those for β = 0 and β = π/2 (even if the error,
as a nonlinear function of the solution, cannot be obtained by superposition).

Figs. 6.7(a) and 6.8(a) show the dependence of the error on the interface orienta-
tion angle α. As expected, the individual diagrams exhibit symmetry with respect
to α = π/4. Likewise, the diagrams in Figs. 6.7(b) and 6.8(b), which depict the
dependence on the contrast E2/E1 exhibit symmetry with respect to E2/E1 = 1
(recall that ν1 = ν2 and E1E2 = 1). It is also seen that, for LET and ELA, the error
vanishes for α = 0 and π/2, i.e., when the interface is parallel to element edges.

Figs. 6.7 and 6.8 show that in most cases the error is the lowest for LET. However,
for β = π/2, when the eigenstrain jump is a shear strain, LET performs better than
ELA and GPLA only for moderate contrasts, see Fig. 6.8(b).
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(a)

(b)

Figure 6.7: Normalized error in energy norm for β = 0 as a function of: (a) the
interface orientation angle α and (b) the Young’s moduli contrast E2/E1.
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(a)

(b)

Figure 6.8: Normalized error in energy norm for β = π/2 as a function of: (a) the
interface orientation angle α and (b) the Young’s moduli contrast E2/E1.
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6.3 Elastic inclusion with varying radius
One of the advantages of LET over ELA and GPLA is its ability to adapt to con-
tinuous changes in the position of the interface within a single finite element. In
LET, if the position of the interface is varied in a continuous manner, the volume
fractions of the phases and the orientation of the interface also change in a continu-
ous manner, whereas in ELA and GPLA these changes are taken into account in a
step-wise manner (volume fraction) or not at all (orientation of the interface). This
effect is illustrated here by considering a 3D cubic cell of dimension L with a central
inclusion of varying diameter D.

Both phases are linear elastic with the properties specified as E1 = 10, ν1 = 0.3
(inclusion) and E2 = 1, ν2 = 0.2 (matrix). The inclusion diameter is varied between
D/L = 0.6 and D/L = 0.9, and a regular mesh of 20× 20× 20 elements is used, see
Fig. 6.9. Periodic boundary conditions are enforced and the overall elastic moduli
tensor is determined in a standard manner by subjecting the unit cell to 6 linearly
independent macroscopic strains (actually 3 are sufficient due to symmetry). The
overall elastic moduli tensor is then determined in terms of the resulting overall stress
tensors. Below, the results are reported in terms of the directional Young’s modulus
E100 = (S1111)

−1, where Sijkl denotes the components of the elastic compliance
tensor.

(a) (b)

Figure 6.9: Periodic unit cell with a spherical elastic inclusion of the diameter that
varies between D/L = 0.6 (a) and D/L = 0.9 (b). A fixed regular finite-element
mesh (20× 20× 20 elements) is used.

Fig. 6.10(a) shows the dependence of E100 on the inclusion diameter. The mesh is
here rather coarse, hence the predictions of the three methods (LET, ELA, GPLA)
differ visibly. However, the important difference is that the dependence is smooth in
the case of LET, while in the case of ELA and GPLA the overall properties change
in a step-wise manner, see the inset in Fig. 6.10(a). Here, the overall moduli (e.g.,
E100) exhibit a jump whenever the element (for ELA) or Gauss point (for GPLA) is
assigned to a different phase when the interface position is changed. Clearly, LET
is free of such artefacts, and the overall moduli depend on the inclusion diameter in
a continuous fashion.
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Figure 6.10: (a) Dependence of the directional Young’s modulus, E100, on the
inclusion diameter D. The inset shows the results computed with a finer step so
that the jumps are clearly visible for both ELA and GPLA. (b) Dependence of the
derivative of the directional Young’s modulus, ∂E100/∂D, on the inclusion diame-
ter D.
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For completeness, the derivative of the dependence of E100 on D, as predicted
by LET, is shown Fig. 6.10(b). The derivative is here computed using the finite
difference scheme in terms of two subsequent data points. The small irregularities
that can be seen in Fig. 6.10(b) result from the error introduced by LET. It follows
that the response is continuous and its derivative is meaningful, which suggests that
LET can be considered as a candidate for treating moving interface problems, such
as microstructure evolution or shape optimization.

6.4 Hyperelastic woven microstructure
In this example, unlike the previous ones, the internal geometry is more complex,
and for this reason the real advantage of LET over conforming-mesh discretization
can be appreciated. The model consists of a 3D periodic cell of the dimensions
L×L×H = 2× 2× 0.7, in which four interlaced fibres are immersed in the matrix,
Fig. 6.11.

(a) (b)

Figure 6.11: Periodic woven-cell problem: (a) geometry, (b) finite-element mesh
(40× 40× 20 elements).

For a coarse mesh, it may happen that one element is cut by two interfaces.
Accordingly, as commented in Remark 4.1 in Section 4.2 and in Appendix B, a
separate level-set function is introduced for each fibre. If an element is cut by two
interfaces, so that it contains portions of the matrix and two fibres, the total volume
fraction of the fibres is simply taken as the sum of the volume fractions of the
individual fibres and the lamination orientation is determined by averaging those
determined individually for each interface.

The geometry of the fibres aligned with the x2-axis is defined by the centreline
(±x01, x2,∓x03(x2)) parameterized by x2 and by the elliptical cross-section (in the
(x1, x3)-plane) specified by the following inequality√(

x1 ± x01
a

)2

+

(
x3 ± x03(x2)

b

)2

− 1 ⩽ 0, (6.5)

where a = 0.35 and b = 0.11 are the semi-major and semi-minor axes of the ellipse,
x01 = L/4 defines the offset between the fibres in the x1-direction, function x03(y) is
specified as

x03(x2) = A

(
9

8
sin

(
2πx2
L

)
+

1

8
sin

(
6πx2
L

))
, (6.6)
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and A = 0.2 is the amplitude of the function x03(x2). The origin of the coordinate
system is located at the centre of the unit cell. The geometry of the fibres aligned
with the x1-axis is defined analogously.

The finite-deformation framework is employed, and both the matrix and the
fibres are assumed to be hyperelastic, characterized by a compressible neo-Hookean
strain energy function. The elastic properties are specified as E1 = 100 (fibres),
E2 = 1 (matrix), and ν1 = ν2 = 0.45.

Periodic boundary conditions are imposed and loading is applied by prescrib-
ing the overall deformation gradient F̄ . Three deformation modes are considered,
namely isochoric tension and two cases of simple shear. The isochoric tension along
the x1-axis is specified by

F̄ = (1 + ϵ)e1 ⊗ e1 +
1√
1 + ϵ

(e2 ⊗ e2 + e3 ⊗ e3) , (6.7)

where ϵ denotes the elongation, and ei are the orthonormal basis vectors. The simple
shear is specified by

F̄ = I + γ s⊗ n, (6.8)

with s = e1 and n = e2 (case #1) and s = 1√
2
(e1 + e2) and n = 1√

2
(e2 − e1) (case

#2).
In the convergence studies reported below, a family of regular meshes of hexahe-

dral elements is used with 10 to 40 elements along the x1- and x2-directions (element
size h varied between 0.2 and 0.05) and with 5 to 20 elements in the x3-direction,
respectively. As a reference, the results obtained for a fine mesh of 80 × 80 × 40
elements (h = 0.025) are used, and both LET and ELA are employed for this pur-
pose (the two methods give very similar results; for ELA, in the simple shear case
#2, the solution could not be achieved at the maximum load due to convergence
problems). The F-bar formulation is employed to avoid volumetric locking effects
[de Souza Neto et al., 1996]. Fig. 6.12 illustrates the three deformation modes for
the mesh of 40× 40× 20 elements.

The overall stress–strain response predicted using the 20×20×10 mesh is shown
in Fig. 6.13. In the case of isochoric tension, the σ̄11 component of the overall Cauchy
stress σ̄ is shown as a function of the overall elongation ϵ, Fig. 6.13(a). In the case
of simple shear, the shear stress τ̄ = s · σ̄ · n is shown as a function of the overall
shear γ, Fig. 6.13(b,c). Results obtained for a four times finer mesh are included in
Fig. 6.13 as a reference.

In Fig. 6.13, the mesh is relatively coarse, hence the visible differences between
the three methods (LET, ELA, GPLA). In all cases, GPLA delivers the stiffest
response, with the largest error with respect to the reference results. The remaining
two methods (LET and ELA) deliver similar results that agree well with the reference
ones, except for simple-shear case #1, where the LET results are visibly stiffer.
Accordingly, for this specific mesh density (h = 0.1), ELA seems to perform the
best. However, this conclusion does not apply to other mesh densities, as illustrated
below.

Fig. 6.14 shows the overall stress at the maximum strain as a function of the
mesh size h. It follows that predictions of LET are stable (i.e., reasonably close to
the reference solution) over the entire range of mesh densities studied. Likewise,
GPLA delivers stable results, although with a significantly higher error. On the
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(a)

(b)

(c)

Figure 6.12: Woven cell: deformed configuration for (a) isochoric tension (ϵ = 0.8),
(b) simple shear (case #1, γ = 0.7), and (c) simple shear (case #2, γ = 0.7). Colour
maps show the elastic strain energy density ψel.
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Figure 6.13: Woven cell: overall stress–strain response for (a) isochoric tension,
(b) simple shear (case #1), and (c) simple shear (case #2). The results correspond
to the mesh of 20 × 20 × 10 elements (element size h = 0.1). As a reference, the
LET and ELA results obtained for a fine mesh (80 × 80 × 40 elements, h = 0.025)
are used.
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other hand, ELA performs badly for coarser meshes, which is associated with a
poor representation of the internal geometry by ELA.
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Figure 6.14: Woven cell: convergence of the overall stress (at the maximum strain,
see Fig. 6.13) with element size h for (a) isochoric tension, (b) simple shear (case
#1), and (c) simple shear (case #2). As a reference, the LET and ELA results
obtained for a fine mesh (80× 80× 40 elements, h = 0.025) are used.
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6.5 Elasto-plastic composite

In this example, a 2D periodic unit cell with a circular inclusion is considered.
Both phases are elastic-plastic and plane-strain conditions are assumed. In the
continuum setting, the position of the inclusion within the unit cell is arbitrary
in view of periodicity, and it does not affect the overall response. This is not the
case in the discrete setting when the position of the inclusion with respect to the
finite-element mesh is an additional geometric feature that may affect the response,
as revealed by the preliminary studies. Accordingly, in this section, this effect is
examined in detail. Specifically, the overall response under simple shear is studied
for 100 randomly selected positions of the inclusion and for a family of regular meshes
of N × N elements with N = 2, 4, 8, . . . , 256. Below, for each method considered
(LET, ELA, GPLA), the responses obtained for a given mesh density are averaged
and compared to the reference (“exact”) solution obtained using a high-resolution
conforming mesh involving over 3 million elements. The standard deviation is also
examined as an indicator of the sensitivity of the response to the position of the
inclusion.

The geometric and material parameters adopted in this example are the follow-
ing. The dimensions of the unit cell are L× L with L = 2, and the inclusion radius
is R = 0.6. The finite-deformation framework is adopted and both phases are gov-
erned by the finite-strain J2 plasticity model with linear isotropic hardening, see C
for more details. The yield stress σy is thus specified by σy(α) = σ0

y + Kα, where
α denotes the accumulated plastic strain. The elastic properties of the matrix and
inclusion are the same, E = 70000, ν = 0.25, and so is the hardening modulus
K = 2000. The initial yield stress of the inclusion, σ0

y,1 = 70, is lower than that
of the matrix, σ0

y,2 = 120, which induces an inhomogeneous deformation within the
unit cell once plastic deformation occurs.

The unit cell is loaded in simple shear by prescribing the overall deformation
gradient F̄ according to Eq. (6.8) with s = e1 and n = e2. The initial stage of
deformation is considered with the overall shear γ increasing from 0 to 0.004 so
that the details of the elastic-to-plastic transition are revealed. A sample finite-
element mesh with the inclusion at a sample position within the unit cell is shown
in Fig. 6.15(a), and the deformation mode along with the shear component σ12 of the
Cauchy stress tensor are shown in Fig. 6.15(b-d) for three selected mesh densities.

45
50
55
60
65

(a) (b) (c) (d)

Figure 6.15: Elasto-plastic composite: (a) 16×16 mesh with a randomly positioned
circular inclusion; (b,c,d) deformed mesh (displacements scaled 20 times) with the
distribution of the shear component σ12 of the Cauchy stress tensor for 16× 16 (b),
64× 64 (c) and 256× 256 (d) mesh.
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Figure 6.16: Elasto-plastic composite: overall stress–strain (σ̄12–γ) response ob-
tained for the 4×4 mesh (element size h = 0.5) and for LET (a), ELA (b) and GPLA
(c). In each case, the average over 100 random inclusion positions is indicated by
a solid line and the corresponding shaded area indicates the spread (±3 standard
deviations).

Fig. 6.16 shows the overall stress–strain response (σ̄12 component of the overall
Cauchy stress as a function of the overall shear γ) for a coarse mesh of 4×4 elements.
Here, the average response is compared to the reference solution and, moreover,
the shaded area represents the spread of the individual responses corresponding to
the randomly positioned inclusions (the width of the shaded area is set equal to
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±3 standard deviations). Since the mesh is here coarse (4 × 4 elements), visible
differences with respect to the reference solution are apparent. It can be seen that
LET delivers the most accurate results in terms of both the average and the spread.
The accuracy is visibly worse in the case of ELA and significantly worse in the case
of GPLA.

Convergence of the results with mesh refinement is illustrated in Fig. 6.17. This
figure, in addition to simple shear, includes also the results corresponding to iso-
choric tension (i.e., pure shear). In the case of LET and ELA, the averaged stress
converges quickly to the reference value, LET converging somewhat faster. However,
in the case of LET, the spread vanishes significantly faster than in the case of ELA.
Consistent with the other results, the accuracy of GPLA is the worst.
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Figure 6.17: Elasto-plastic composite: dependence of the average overall stress on
the element size h for (a) simple shear (shown is the shear stress at γ = 0.004) and
(b) isochoric tension (shown is the tensile stress at the elongation of 0.004). The
error bars indicate the spread (±3 standard deviations).

Note that in the case of ELA, the results obtained for the coarsest mesh consid-
ered (2× 2 elements, h = 1) exhibit no spread, see Fig. 6.17. This is because in this
case all elements are assigned to the matrix phase regardless of the position of the
inclusion (and the unit cell is thus homogeneous).
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6.6 Summary
Several numerical examples have been studied and the proposed approach has been
shown to be, in most cases, superior in terms of accuracy to two alternative meth-
ods in which the whole element or individual Gauss points are assigned to a specific
phase. However, the rate of convergence with mesh refinement is not improved,
and therefore, in terms of accuracy, the proposed method cannot compete, and is
not aimed to compete, with more sophisticated methods, such as X-FEM, which
can achieve the optimal convergence rate typical for conforming-mesh FEM. On the
other hand, it is an important feature of the proposed approach that the response is a
continuous function of the position of the interface, which opens the possibility of its
application in various problems involving moving interfaces. This compelling propo-
sition will undergo scrutiny in the subsequent chapter, where the LET-PF method
(LET combined with the phase-field method) will be systematically examined in the
context of challenges including moving interfaces.



Chapter 7

Numerical experiments – moving
interfaces†

7.1 Evolving circular inclusion
The aim of this study is to evaluate the overall performance of LET-PF and to
compare it to the conventional phase-field method (abbreviated to PFM in the
sequel) for a 2D problem that has an analytical solution, to be used as a reference.
The sharp-interface problem is specified first, followed by the description of the
computational model and by the results of a comprehensive study.

7.1.1 Sharp-interface benchmark problem

An elastic circular domain Ω2 (matrix) of the radius R and an evolving elastic
circular inclusion Ω1 of the radius ρ = ρ(t) are considered, see Fig. 7.1(a). The
phase transformation and thus the evolution of the inclusion are induced by the
internal stresses resulting from the volumetric eigenstrain εt

1 = ϵI in the inclusion
and by the energy of the interface Γ of the density γ. Propagation of the interface
is assumed to be governed by the viscous kinetic law, cf. Eq. (3.48),

v̂n = −ρ̇ = m̂f̂, f̂ = f̂bulk + f̂int, (7.1)

where f̂bulk and f̂int denote the local thermodynamic driving forces originating from
the bulk and interfacial energy, respectively. The outer boundary is assumed to be
free.

The sharp-interface problem specified above is a 1D problem and admits an
analytical solution that is derived in Appendix E. In the special case of identical
elastic properties of the two phases, the evolution of the inclusion radius is governed
by the following differential equation, cf. Eq. (E.13),

ρ̇ = −m̂γ
ρ

(
1 + A

ρ

ρ0

(
1

2
−
( ρ
R

)2))
, A =

ρ0Eϵ
2

(1− ν2)γ
, (7.2)

where ρ0 denotes the initial radius of the inclusion, E is the Young’s modulus and ν
is the Poisson’s ratio. Note that a dimensionless parameter A has been introduced

†The content of this chapter has been entirely excerpted from the article of Dobrzański and
Stupkiewicz [2024]. Minor modifications may have been applied to the text and figures.
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Figure 7.1: Evolving circular inclusion: (a) scheme of the problem; (b) compu-
tational domain with a regular (non-conforming) mesh of quadrilateral elements.
A coarse mesh of 11 × 11 elements within the internal square part (element size
h = 0.1) is shown, the actual computations are carried out using significantly finer
meshes.

which combines all the problem parameters related to both the elastic strain energy
and the interfacial energy (the chemical energy contribution is not considered, hence
the elastic strain energy is the only contribution to the bulk energy). For small values
of A, the evolution is mainly governed by the interfacial energy, and for large values
of A by the elastic strain energy. Exact integration of Eq. (7.2) is not possible;
integration is thus performed numerically.

The explicit formulae for the driving force contributions f̂bulk and f̂int are given
by Eq. (E.15). Specifically, f̂int = γ/ρ is the driving force originating from the inter-
facial energy of the density γ, and the interface curvature is 1/ρ. The driving force
f̂bulk originates from the elastic strain energy induced by the inclusion eigenstrain.
It is proportional to the elastic modulus E and squared eigenstrain magnitude ϵ2
and depends on the geometrical factor ρ/R. For ρ0 = R/2, as assumed in the com-
putations below, the driving force f̂ = f̂bulk+ f̂int is positive and hence ρ̇ is negative,
which means that the inclusion decreases in size and ultimately vanishes.

7.1.2 Computational model

The two methods (LET-PF and PFM) involve identical material and numerical pa-
rameters, including those related to the finite-element model, and the specifications
provided below apply to both methods. The finite-element computations are carried
out in 2D on a computational domain encompassing one quarter of the circular do-
main with adequate symmetry conditions imposed along the horizontal and vertical
edges, see Fig. 7.1(b). In the computations, it is assumed that the material proper-
ties of the inclusion and matrix are identical with the Young’s modulus E = 1 and
Poisson’s ratio ν = 0.25. The radius of the domain is R = 2, and the initial radius
of the inclusion is ρ0 = 1. The volumetric eigenstrain of the inclusion is assumed as
ϵ = 0.1. The effective mobility parameter is set to m̂ = 1, and the actual mobility
parameter m used in the computations is then specified as a function of ℓ according
to Eq. (3.57).
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One of the goals here is to study the performance of LET-PF over a wide range
of the values of the interfacial energy density γ. To this end, the values of γ have
been chosen from within the range γ ∈ [0.0001, 0.003] (12 values have been chosen),
so that the dimensionless parameter A varies within the range A ∈ [3.6, 107.]. This
range has been chosen such that the extreme values correspond to two regimes of
interest. For γ = 0.0001 (A = 107.), the bulk contribution f̂bulk to the driving force
is much greater than the interfacial contribution f̂int over nearly the whole range
of inclusion radii ρ (note that f̂int → ∞ for ρ → 0), see Fig. 7.2. Accordingly,
in this (elasticity-driven) regime, evolution is mostly governed by the elastic strain
(bulk) energy. On the other hand, for γ = 0.003 (A = 3.6), both contributions are
initially of the same order, see Fig. 7.2. The third regime, in which f̂int ≫ f̂bulk, is
not interesting here because the evolution is then fully governed by the interfacial
energy and the effect of LET-PF is negligible. Moreover, it has been checked that
the response and the performance of both methods are then quite similar as for
f̂int ≈ f̂bulk.
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Figure 7.2: Thermodynamic driving forces f̂bulk and f̂int as a function of the
inclusion radius ρ, see Eq. (E.15).

The impact of the interface thickness parameter ℓ on the accuracy of the results is
also examined, with the values of ℓ specified relative to the characteristic element size
h, namely, ℓ/h ∈ {0.75, 1, 1.5, 2}. As mentioned earlier, for the selected parameter
values, the inclusion disappears completely during the evolution process by gradually
reducing its radius to zero. Therefore, a regular grid of square finite elements is
employed in the central region containing the inclusion, and quadrilateral elements
with somewhat less regular shapes are employed in the remaining part of the domain,
as depicted in Fig. 7.1(b). The main computations are performed for two mesh sizes,
h = 0.02 and h = 0.01, which correspond to, respectively, 55 × 55 and 110 × 110
elements in the central region. At the initial time t = 0, the initial profile of the
order parameter ϕ is prescribed according to formula (3.56) with ξ replaced by the
radius r and ξ0 replaced by the initial inclusion radius ρ0.

In all computations, an adaptive time incrementation scheme has been used,
such that the time increment is increased or decreased depending on the current
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convergence behaviour. In each case, the maximum time increment ∆tmax has been
prescribed relative to Texact, the time of the complete evolution as resulting from the
analytical solution.

The results will be presented in terms of the mean inclusion radius ρ̄ which is
defined as the average radius of the inclusion defined by the ϕ = 1

2
level set. The

individual radii are measured along a number of directions taken every 1 degree.

7.1.3 Results

The time evolution of the mean inclusion radius ρ̄ is shown in Fig. 7.3 for the two
extreme values of the interfacial energy, γ = 0.0001 and γ = 0.03. As a reference,
the analytical solution is also included in Fig. 7.3. The computations have been per-
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Figure 7.3: Time evolution of the mean inclusion radius ρ̄ predicted by LET-PF
(a,c) and PFM (b,d) for γ = 0.0001 (a,b) and for γ = 0.003 (c,d). The computations
are performed using a coarse mesh, h = 0.02, and small time increment, ∆tmax =
Texact/500. As a reference, the analytical solution is depicted by a solid black line.

formed with small time increments, ∆tmax = Texact/500, so that the error introduced
by the time integration is insignificant. It can be seen that, in the elasticity-driven
regime (γ = 0.0001), PFM is highly inaccurate (Fig. 7.3(b)), while LET-PF per-
forms much better (Fig. 7.3(a)). In the interfacial-energy-driven regime (γ = 0.003),
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both methods perform similarly well. Fig. 7.3 illustrates also a significant effect of
the interface thickness parameter ℓ.

The effect of mesh density and time increment is illustrated in Fig. 7.4 for an
intermediate value of the interfacial energy, γ = 0.0008. In addition to the small
time increment (∆tmax = Texact/500) and thus highly accurate time integration, see
the top figures in Fig. 7.4, the analysis has also been performed with no restriction
on the time increment (∆tmax = Texact) so that the actual time increments result
from the current convergence behaviour and are significantly larger, see the bottom
figures in Fig. 7.4. It can be seen that the effect of the time step is significant. As
discussed later, the number of time steps needed to complete the simulation can be
(and will be) used as a measure of the robustness of the model. Concerning the
effect of mesh density, it is more pronounced in the case of PFM than LET-PF.
Again, this effect will be studied in more detail later.

Fig. 7.5 shows the maps of the order parameter ϕ, radial stress σrr and hoop
stress σθθ at the instant when the inclusion radius reaches ρ̄ ≈ 0.85. While the
order parameter ϕ and the hoop stress σθθ exhibit no substantial differences between
LET-PF and PFM, the radial stress σrr, which according to the analytical solution
should be continuous at the interface, is better represented by LET-PF. This is
particularly evident along the horizontal and vertical edges of the computational
domain, as the interface is then approximately parallel to the element edges and the
LET technique is then highly accurate [Dobrzański et al., 2024]. A more profound
insight into these fields behaviours is presented in Fig. 7.6, showing the profiles of
the radial and hoop stresses along the horizontal direction. Regarding the radial
stress, as shown in Figure 7.6(a), a significant distinction between the two methods
is readily apparent. PFM exhibits fluctuations within the interface region, while
LET-PF produces results much closer to the analytical solution. As for the hoop
stress, as illustrated in Figure 7.6(b), the situation appears somewhat different—
both methods seem to yield a similar response. However, it is crucial to note that,
when utilizing LET-PF, the information is available also about the local strains and
stresses resulting from the homogenization process in the laminated elements. The
local stresses are indicated in the insets in Fig. 7.6 by markers, thereby revealing that
LET-PF provides also the local response that aligns more closely with the analytical
solution.

The results presented in Figs. 7.3 and 7.4 suggest that LET-PF outperforms
PFM in terms of accuracy. To examine the accuracy and efficiency of LET-PF in
more detail, a comprehensive study has been performed by varying the governing
material and numerical parameters. The material parameters are fully characterized
by the dimensionless parameter A, Eq. (7.2)2, and this parameter is controlled by
varying the interfacial energy γ, as described above, while the remaining material
parameters are fixed. Concerning the numerical parameters, two mesh densities
are considered, h ∈ {0.01, 0.02}, four values of the interface thickness parameter,
ℓ/h ∈ {0.75, 1, 1.5, 2}, and two values of the maximum time increment, ∆tmax ∈
{Texact, Texact/500}.

As shown in Fig. 7.2, when the inclusion radius approaches zero, the thermo-
dynamic driving force, and specifically its interfacial contribution f̂int, increases to
infinity. The evolution is then fully governed by f̂int and the difference between
LET-PF and PFM diminishes. Moreover, the radius of curvature of the interface
becomes then small compared to the element size and interface thickness so that
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(a) (b) (c)

Figure 7.5: Maps of the order parameter ϕ (a), radial stress σrr (b), and hoop
stress σθθ (c) obtained using LET-PF (top) and PFM (bottom) at the instant when
the inclusion radius reaches ρ̄ ≈ 0.85 (γ = 0.0008, h = 0.02, ℓ = 1.5h).

additional effects influence the solution. Accordingly, in the following, the final part
of the evolution is excluded from the analysis, and only the range of the inclusion
radii between ρ0 and 0.15ρ0 is considered. The corresponding duration of the evo-
lution process, resulting from the analytical solution, depends on A and is denoted
by Texact. The maximum time increment ∆tmax in the adaptive time incrementation
scheme is then expressed in terms of Texact, as specified above.

Fig. 7.7 presents the relative error as a function of parameter A. The relative
error is defined here as

relative error =

∫ ρ0
0.15ρ0

|τ exact(r)− τnum(r)| dr∫ ρ0
0.15ρ0

τ exact(r) dr
, (7.3)

where τ = ρ−1 is the inverse function of ρ(t) that describes the time as a function of
the inclusion radius, and τ exact and τnum correspond to the analytical and numerical
solutions, respectively. The use of the inverse function ρ−1 is here necessary because
the duration of the evolution process in each simulation is, in general, different than
the duration in the analytical solution so that integration of |ρexact(t) − ρnum(t)|
would not be feasible. The integration in Eq. (7.3) is performed numerically using
the trapezoidal rule. The results in Fig. 7.7 illustrate that, in terms of accuracy,
LET-PF outperforms PFM in all cases studied. Although both methods exhibit
similar trends for lower values of A (where the interfacial energy has a greater
contribution), LET-PF demonstrates superior performance as the contribution of
the bulk (elastic) energy becomes more prominent. This is particularly evident in
Fig. 7.7(a,b), where the errors for PFM reach extreme values of nearly 0.8, while
LET-PF performs much better. In general, it can be seen that the accuracy of
LET-PF only weakly depends on A.
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Figure 7.6: Profiles of the radial stress σrr (a) and hoop stress σθθ (b) along
the bottom edge of the computational domain (ρ̄ ≈ 0.85, γ = 0.0008, h = 0.02,
ℓ = 1.5h). The lines depict the overall stresses, while the markers in the insets
represent the local stresses within each phase, as predicted by LET-PF.
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Figure 7.7: Relative error, Eq. (7.3), evaluated for all considered cases for LET-PF
(solid lines) and PFM (dashed lines). The shaded regions correspond to the error
that is approximately twice higher than the average error of LET-PF, i.e., exceeding
0.3 for ∆tmax = Texact (panels (a) and (b)) and exceeding 0.15 for ∆tmax = Texact/500
(panels (c) and (d)). The data points falling within the shaded regions are marked
with crosses, see also Fig. 7.8.
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Fig. 7.8 shows the number of time steps needed to complete the simulation for
all cases included in Fig. 7.7. When there is no restriction on the maximum time
increment (∆tmax = Texact), so that the simulation proceeds with the time increment
dictated by the current convergence behaviour, the number of time steps may serve
as an indicator of the robustness of the computational scheme (the smaller the num-
ber of time steps, the more robust the scheme). Moreover, the number of time steps
quantifies the computational cost since the total computation time is proportional to
the number of time steps. However, in terms of the cost, the comparison of LET-PF
and PFM is not immediate, because the cost of evaluation of the element quantities
(residual vector and tangent matrix) differs for the two methods. The corresponding
results are presented in Fig. 7.8(a,b). It can be seen that, for small A, the number
of time steps is similar for both methods, PFM being slightly more efficient. For
high values of A, the number of time steps significantly increases for LET-PF, while
it slightly decreases for PFM. However, caution is needed when interpreting these
results. As has been shown in Fig. 7.7, PFM is highly inaccurate for high A, and
the corresponding data points are marked with crosses in Fig. 7.8, consistent with
Fig. 7.7. It follows that PFM is indeed cheaper and more robust for high A, but it is
then unacceptable in terms of accuracy. On the other hand, for high A, LET-PF can
only proceed with small time increments, but it delivers results of similar accuracy
as for small A.

When the time increment is small (∆tmax = Texact/500), for small and interme-
diate A, the simulation proceeds with the prescribed maximum time increment, and
the number of time steps is close to 500 for both LET-PF and PFM, see Fig. 7.8(c,d).
For high A, in the case of LET-PF, the number of time steps increases as in the
case of ∆tmax = Texact. On the other hand, in the case of PFM, the number of time
steps decreases for high A, and this is related to the high error of the method and
to the related reduction of the duration of the evolution process, see, for instance,
Fig. 7.3(b). Note that the corresponding data points are marked by crosses, as in
Fig. 7.7.

The results reported in Fig. 7.7 show that the relative error significantly de-
pends on the parameter A, on the maximum time increment ∆tmax, and on the
interface thickness parameter ℓ. The effect of mesh density, although present,
is hard to perceive as the other dependencies prevail. Accordingly, additional
computations have been performed in which four mesh densities have been used,
h ∈ {0.05, 0.02, 0.01, 0.005}, and two scenarios concerning the interface thickness
parameter ℓ have been considered. In the first scenario, ℓ is proportional to the
mesh size h and is set to ℓ = h. In the second scenario, ℓ is set to a constant value
ℓ = 0.02 so that ℓ/h ∈ {0.4, 1, 2, 4). The simulations are performed for γ = 0.0008
and ∆tmax = Texact/200. Fig. 7.9 shows the total elastic strain energy Ψel as a
function of the mean inclusion radius ρ̄.

The energy is normalized by the area of the inclusion, Ψel/(πρ̄
2), so that the

differences between the individual curves are better visible. It can be seen that
LET-PF outperforms PFM in both scenarios. In the first scenario (ℓ = h), LET-PF
converges to the analytical solution visibly faster than PFM, see Fig. 7.9(a). This is
because LET-PF treats the interface in a semisharp manner, and it is the diffuseness
of the interface in PFM that is the source of the observed error. This is illustrated
in Fig. 7.9(b), where the interface thickness is kept constant (ℓ = 0.02) and PFM
converges to a solution that is significantly different from the correct one, particularly
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Figure 7.8: The number of time steps needed to complete the simulation for
∆tmax = Texact (a,b) and for ∆tmax = Texact/500 (c,d). Two mesh sizes are used,
namely h = 0.02 (a,c) and h = 0.01 (b,d). The results correspond to the cases
shown in Fig. 7.7, and the cross markers indicate the data points of exceedingly
high error, see Fig. 7.7.
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at small ρ̄, when the interface thickness is large relative to the inclusion radius. At
the same time, the large thickness of the interface does not affect the performance
of LET-PF because the ϕ = 1

2
level set, which specifies the actual interface in the

elasticity problem, only weakly depends on the thickness of the diffuse interface.
Since the reference sharp-interface problem is axisymmetric and the interface Γ

is then a circle, any deviation from the circular shape can be treated as a measure
of the numerical solution error. As a quantitative measure of this deviation, the
coefficient of variation of the radius can be calculated at each time instant,

CVρ =
σρ
ρ̄
, (7.4)

where σρ is the standard deviation of the orientation-dependent inclusion radius
ρ(θ). Some representative results presenting CVρ as a function of the mean inclusion
radius ρ̄ are shown in Fig. 7.10. It follows that the deviation from the circular shape
depends on the model parameters and varies during the evolution process, including
small oscillations resulting from the interface traversing the finite-element mesh.
Anyway, the deviation is relatively small in all cases (typically CVρ < 0.02).

In order to comprehensively investigate this characteristic, the mean value of
CVρ has been calculated for each case,

CVρ =
1

0.85ρ0

ρ0∫
0.15ρ0

CVρ dρ, (7.5)

and the aggregated results, separately for the two mesh sizes, are shown in Fig. 7.11.
This analysis reveals that both LET-PF and PFM result in a low mean value of the
coefficient of variation of the radius with a maximum value of less than 2%. However,
it can be seen that, for the interface thickness ℓ = 0.75h, for both methods the
deviation from the circular shape is higher than for larger interface thicknesses,
which can be attributed to the interface pinning which is expected to diminish with
the interface thickness increasing relative to the element size.
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Figure 7.10: Deviation of the inclusion shape from a circular one, quantified by
the coefficient of variation of the radius, CVρ, Eq. (7.4), as a function of the mean
inclusion radius ρ̄ for three representative cases: (a) γ = 0.003, ℓ = 0.75h; (b)
γ = 0.0001, ℓ = 0.75h; (c) γ = 0.0001, ℓ = 1.5h (h = 0.01, ∆tmax = Texact/500).
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Figure 7.11: Mean coefficient of variation of the inclusion radius CVρ, Eq. (7.5),
for (a) h = 0.02 and (b) h = 0.01 (∆tmax = Texact/500).
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7.2 Single inclusion in a constrained domain
In this example, a 2D square domain with a single evolving inclusion is considered.
To ensure a non-trivial steady-state solution, the displacements are fully constrained
on the boundary and a volumetric eigenstrain of the same value but with opposite
signs is introduced in both phases, namely εt2 = −εt1 = ϵI with ϵ = 0.1. Accordingly,
considering a viscous evolution towards the minimum of the elastic strain energy,
a steady-state solution is expected with the overall volume fraction of both phases
close to 0.5, because this leads to a null overall eigenstrain in the domain, thus
effectively minimizing the total elastic strain energy (the chemical energy is not
considered).

The dimensions of the domain are 1× 1, the inclusion is initially located in the
domain centre and its initial radius is ρ0 = 0.1. Homogeneous elastic properties are
assumed, specifically, the Young’s modulus E = 1 and the Poisson’s ratio ν = 0.25.
Further, the following interface parameters are assumed: the interfacial energy den-
sity γ = 0.0003, the effective mobility m̂ = 1, and the interface thickness parameter
ℓ = 1.5h.

Preliminary computations have been performed on the mesh of 100 × 100 ele-
ments. Fig. 7.12 illustrates the evolution of the inclusion shape for both methods,
starting from t = 0 and ending in a steady state at t→∞ (a sufficiently large final
time has been adopted). Discernible differences between LET-PF and PFM become
evident almost instantaneously. The final shape of the inclusion is different, with the
corners being more acute for PFM. Also, the evolution towards a square-like shape
proceeds faster for PFM, compare the snapshots corresponding to t = 15. Moreover,
for PFM, artefacts manifest in the corners of the domain at a relatively early stage,
a phenomenon not observed for LET-PF. Finally, in the case of PFM, the interface
thickness increases with respect to the theoretical one, which is prescribed at t = 0,
while no visible difference in the interface thickness is observed for LET-PF.

0.2
0.4
0.6
0.8

Figure 7.12: Evolution of the inclusion within a constrained domain for LET-PF
(top) and PFM (bottom) obtained for the mesh of 100× 100 elements. The colour
maps depict the order parameter ϕ. The black contours indicate the position of the
ϕ = 1

2
level set.

To get a better insight, the computations have been performed for a range of
mesh densities with N × N elements where N ∈ {26, 50, 100, 200, 400, 800, 1600}.
Fig. 7.13 shows the steady-state shapes for selected mesh densities (the results for
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the two finest meshes are omitted, as no differences are visible with further mesh
refinement). Based on the results obtained, a clear advantage of LET-PF over PFM
can be observed. For coarse meshes, PFM fails, yielding a trivial solution with
ϕ = 0.5 in the entire domain. This stands in contrast to LET-PF which produces
qualitatively correct results already for the coarsest mesh. Secondly, while the final
shape seems to converge to the same solution for both methods, the convergence is
faster for LET-PF. This is also apparent in Fig. 7.14 which shows the total elastic
strain energy Ψel and the total interfacial energy Ψint in the steady state as a function
of mesh density.

0.2
0.4
0.6
0.8

Figure 7.13: Steady-state shapes for LET-PF (top) and PFM (bottom) as a func-
tion of mesh density (increasing from left to right).

To examine the evolution of shape quantitatively, the distance from the centre to
the interface (level set ϕ = 0.5), measured in the horizontal direction and along the
diagonal, is shown in Fig. 7.15 for three mesh densities. For the finest mesh (N =
1600), the results obtained for LET-PF and PFM are very close one to the other,
which again suggests that both methods converge to the same solution. However,
consistent with Fig. 7.14, the convergence rate is visibly different. For PFM, the
difference between the results obtained for N = 200 and N = 1600 is significantly
larger than in the case of LEF-PF. For the coarsest mesh (N = 26), a trivial solution
is obtained for PFM, while LET-PF delivers a reasonably accurate solution.
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Figure 7.14: Convergence of the total elastic strain energy Ψel (a) and of the total
interfacial energy Ψint (b) with mesh refinement. The points corresponding to the
trivial solution obtained for PFM for N = 26 and N = 50 are not included, the
dashed lines show that these points lie well outside the plot range.
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Figure 7.15: Evolution of the inclusion size expressed by the distance from the
centre to the propagating interface measured in the horizontal (a) and diagonal (b)
directions, shown for selected mesh densities. Cross markers indicate the instant
when the trivial solution is achieved for PFM with ϕ = 0.5 in the entire domain.
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7.3 Three inclusions in a constrained domain
As the last example, a problem similar to that of Section 7.2 is studied with the only
difference that three inclusions are considered in the initial conditions. The initial
inclusion radii are 0.1, 0.15 and 0.2, and the corresponding positions of the inclusion
centres are (0.25,0.25), (0.75,0.30) and (0.35,0.75), respectively, for the origin of the
coordinate system located in the lower-left corner of the domain. The remaining
parameters of the problem are the same as in Section 7.2.

Fig. 7.16 shows selected snapshots of the evolution process for four mesh den-
sities. Consider first the case of the finest mesh of 400 × 400 elements. Here, the
evolution is very similar for LET-PF and PFM. At the beginning, all inclusions
start to grow. Then two inclusions coalesce and grow further, while the third in-
clusion (that in the lower-left corner) shrinks and ultimately vanishes. In the case
of LET-PF, this scenario is obtained also for two coarser meshes, although the two
inclusions coalesce at an earlier stage (at t = 29 for N = 200 and at t = 22 for
N = 100), and only for the coarsest mesh (N = 50) a different scenario is obtained
in which all inclusions coalesce. However, in the case of PFM, the correct scenario
is obtained for N = 200, even if the evolution proceeds then significantly faster (see
the snapshot at t = 29). At the same time, an incorrect scenario is obtained for
N = 100 (three inclusions coalesce), while for N = 50 the microstructure evolves
towards the trivial solution, as in Section 7.2.

The final shapes correspond, in general, to those obtained for the single-inclusion
problem in Section 7.2. Note that, for LET-PF and N = 100, the shrinking inclusion
does not vanish completely, rather a small remnant inclusion persists in the steady
state, see the lower-left corner of the domain. Also, the final shape obtained for
LET=PF for N = 50 is not perfectly symmetric with the upper-right corner of the
inclusion being somewhat more rounded than the other ones. Both effects suggest
that LET-PF may be prone to mesh pinning, and this effect may require further
attention in the future.

Nevertheless, the present numerical example confirms that LET-PF performs
significantly better than PFM for the class of problems considered here, in particular,
it is capable of capturing the correct evolution scenario for a coarser mesh.
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Figure 7.16: Evolution of three inclusions within a constrained domain obtained for
four mesh densities and for LET-PF (upper snapshots) and PFM (lower snapshots).
The colour maps depict the order parameter ϕ. The black contours indicate the
position of the ϕ = 0.5 level set.
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7.4 Summary
A comprehensive set of numerical examples has been investigated, demonstrating
that the proposed LET-PF method is, in certain cases, superior to the conventional
phase-field method. The performance of the LET-PF method has been assessed in
simulations involving different regimes of interest, corresponding to various contri-
butions of both interfacial and elastic strain energies to the total thermodynamic
driving force. The obtained results reveal that when the thermodynamic driving
force primarily originates from the interfacial energy, both LET-PF and PFM meth-
ods show no fundamental differences. However, in cases where the thermodynamic
driving force is mainly influenced by the elastic strain energy, the LET-PF method
yields significantly more accurate results than PFM. Consequently, coarser meshes
(along with a larger interface thickness) can be employed in LET-PF to achieve
results of similar accuracy, thereby reducing computational costs.



Chapter 8

Final remarks

8.1 Summary

A new finite-element approach for modelling both material and moving weak dis-
continuities has been developed. The formulation of the proposed technique has
been presented in the thesis and the performance of the method has been demon-
strated through numerous computational examples from the field of solid mechanics,
involving both material and moving interface problems.

One of the features of the developed technique is that the discretization (finite-
element mesh) is independent of the internal geometry of the modelled body so that
the elements may be cut by the interface (i.e., a non-conforming mesh is used). To
handle such a situation, a special treatment of such elements must be performed.
To this end, the mechanics of laminated microstructures is employed, which is the
foundation of the new method. These finite elements, where two phases are present,
are replaced by the laminated ones which means that their behaviour is fully de-
termined by the simple laminate, hence the name – laminated element technique
(LET).

The content of the thesis is conceptually divided into two parts. The first one is
devoted to the computational modelling of material weak discontinuities, while the
second part covers the topics related to the modelling of moving weak discontinuities.
In both parts, the respective formulation has been presented, followed by numerical
experiments, the results of which have been compared with analytical solutions
(whenever possible) and other existing computational methods.

The first part of the thesis serves as a prelude to the second part, which is the
focal point of the dissertation. It focuses on modelling material interfaces, presenting
the necessary equations that constitute the formulation of the method ready for
direct implementation in the finite-element framework. This part of the work is
concluded with a series of computational examples in the field of static problems of
mechanics, demonstrating the performance of the developed approach.

The second part of the thesis, directly related to the title of the dissertation, fo-
cuses on the concerns related to the modelling of moving weak discontinuities. The
method proposed in this part is the result of coupling the method formulated in the
first part of the thesis with the popular and well-established phase-field model. As
before, the content of this part of the thesis consists of the formulation in a form
ready for use within the finite-element framework. Additionally, a brief discussion
on the new method and its comparison with other known methods in the litera-
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ture is included. Extensive numerical analyses using quasi-static problems of solid
mechanics conclude this part of the work.

8.1.1 Original contributions of the thesis

→ Formulation and finite-element implementation of a new approach for compu-
tational modelling of material weak discontinuities (laminated element tech-
nique, LET).

→ Verification of the performance of LET through simulations of numerous static
problems in the field of solid mechanics and comparison of results with other
alternative computational methods.

→ Formulation and finite-element implementation of a new technique for com-
putational modelling of moving weak discontinuities by coupling LET with a
well-established phase-field model (LET-PF).

→ Comparative analysis of LET-PF with the conventional phase-field method
and with the analytical solutions (whenever possible) through numerical sim-
ulations of selected microstructure evolution problems.

→ Demonstration of the superiority of LET-PF over the conventional phase-field
method in certain cases.

The research results presented in this dissertation have also been published in peer-
reviewed journals, see [Dobrzański and Stupkiewicz, 2024; Dobrzański et al., 2024].

8.2 Conclusions

The use of a non-matching mesh of finite elements offers several advantages over
modelling with a conforming mesh. However, it comes with the trade-off of los-
ing accuracy associated with the inaccurate representation of interface geometry.
Therefore, the objective of LET has been to improve accuracy while simultaneously
maintaining simplicity meaning that the implementation is carried out solely at the
finite element level and no additional global degrees of freedom are added.

LET is general in the sense that any material model can be applied within each
phase. The constitutive behaviour of each laminated element is determined by the
closed-form, exact micro-to-macro transition relations for simple laminates. For non-
linear materials (e.g., plasticity, finite deformations), a system of nonlinear equations
needs to be solved at each Gauss point. This makes the effective constitutive model
within laminated elements somewhat more complicated, but efficient computer im-
plementation, including consistent linearization, is feasible, as demonstrated in the
case of plasticity under finite deformations.

LET has been tested through numerical simulations of several solid mechanics
problems involving material interfaces. The examples include both two- and three-
dimensional cases, considering linear elasticity as well as hyperelastic and elasto-
plastic constituents. The obtained results demonstrate the superiority of LET over
two alternative simple approaches. Where possible, the results of the proposed
method have been compared with those of a well-established and more sophisticated
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method, such as X-FEM. This comparison reveals that LET is unable to achieve the
optimal convergence rate, in contrast to the X-FEM method.

However, the goal of formulating a new method for modelling material interfaces
was not to compete with X-FEM. The proposed technique, while maintaining sim-
plicity and ease of implementation, possesses the advantage of the ability to adapt
to continuous changes in the position of the interface within a single finite element.
This property of LET opens the possibility to generalize the method to the mod-
elling of moving interfaces. To this end, the well-established phase-field method has
been employed and coupled with LET, thus leading to a new approach, LET-PF.

The main assumption of the conventional phase-field method (PFM) is that the
interface is treated in a diffuse manner and has some specified, finite thickness. This
leads to both the associated interfacial energy and the transition region, where the
change from one phase to another occurs, being smeared out within this diffuse
interface. Although in the part related to modelling interfacial energy LET-PF does
not fundamentally differ from conventional PFM, its main improvement over PFM
pertains to modelling bulk energy. While in the conventional PFM the phases are
mixed within the entire diffuse interface that spans several elements (at least 3–4,
say), in LET-PF, the two phases are mixed only within a thin layer of laminated
elements (of the thickness of one element) along the sharp interface. Consequently,
this leads to a more precise representation of the sharp interface and, therefore, to
an increase in results accuracy. The above property is the reason why LET-PF can
be classified as a hybrid diffuse–semisharp approach.

The performance of LET-PF has been demonstrated through a comprehensive
set of numerical examples. The obtained results, in certain cases, reveal a clear ad-
vantage over the conventional PFM. Significant differences in the results are partic-
ularly noticeable in regimes where the elastic strain energy contribution dominates
(elasticity-driven evolution) – in such cases, LET-PF exhibits significantly higher
accuracy compared to the conventional PFM. Consequently, coarser discretization
(along with a larger interface thickness) can be applied in LET-PF to achieve results
of similar accuracy, thereby reducing computational expense.

Overall, LET-PF appears to be a promising method for problems involving mov-
ing interfaces. Nevertheless, further research on the method should be undertaken
to enhance its robustness and to test it across a wider range of problems. Possible
extensions and improvements are discussed in the next section.

8.2.1 Future plans and developments

The results presented in this thesis appear to be satisfactory. In the part of the work
related to modelling material weak discontinuities, the proposed method has been
thoroughly investigated, and at present no areas have been identified where signif-
icant improvements could be made to the new computational approach. However,
many issues related to modelling moving interfaces remain unexplored, and their
development would make it possible to maximize the potential of the computational
technique presented.

In the investigations of the performance of LET-PF, numerical examples have
been limited to two-dimensional cases within linear elasticity. However, as demon-
strated with LET in Chapter 6, the generalization of the method to three-dimensional
cases is straightforward and does not require the development of additional signif-
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icant procedures. Similarly, the consideration of finite deformations is straightfor-
ward because LET is general in terms of the material model used within each phase;
therefore, LET-PF should easily handle the hyperelastic constituents.

In the assessment of the performance of LET-PF, the focus has been also limited
to the viscous case of the kinetic law. As mentioned in Section 3.2.1, this is a
rather common practice, and the application of other kinetic laws in phase-field
modelling is relatively rare. However, it is one of the areas where a broader analysis
could be ventured into, testing other kinetic laws, such as those where dissipation
is rate-independent or of mixed-type (including both viscous and rate-independent
types), and where exceeding the threshold value of the thermodynamic driving force
is needed to initialize the interface evolution.

The improvement of LET presented in Appendix B and utilized in the numerical
example in Section 6.4, was intended for consideration of more than one interface
within a single finite element. However, it can also be readily accessible within
LET-PF as well, where it can serve as a framework for modelling the evolution of
microstructures composed of more than two phases. In such cases, the challenge
may to be find, or even to invent an appropriate treatment to handle those finite
elements where so-called triple junctions occur, i.e., points where three interfaces
between the three phases meet.

When discussing the improvements and challenges facing the presented method,
it is also important to mention the modelling of nucleation. LET-PF, in its current
form, although capable of simulating the propagation, coalescence, and annihilation
of interfaces, is not able to model nucleation, that is, the spontaneous formation of
inclusions of a given phase, triggered by a small perturbation of the order parameter
or additional noise (thermal fluctuation), e.g. [Levitas et al., 2003; Vaithyanathan
et al., 2002; Wang and Khachaturyan, 1997], or by an inhomogeneous driving force
exceeding the transformation threshold, e.g. [Rezaee-Hajidehi et al., 2022; Tůma
et al., 2021]. This is because in LET-PF, similar to X-FEM-based microstructure
evolution modelling approaches, the mechanical contribution to the driving force
for transformation is non-zero only when the interface actually exists and this re-
quires a sufficiently large perturbation of the order parameter such that it passes the
threshold of 0.5. Accordingly, the nuclei would have to be introduced explicitly, e.g.,
according to a suitable nucleation theory, as is the case of some phase-field models,
e.g. [Liu et al., 2018, 2019; Simmons et al., 2000].

Finally, it should be noted that LET-PF has been tested for a rather narrow
class of problems. In Chapter 7, the scope is limited only to examples where the
subproblem was mechanical. The phase-field method has a wide range of applica-
tions, and it is reasonable to expect that LET-PF will achieve similar success in
other applications, such as heat transfer problems or optimization.



Appendix A

Other ways to calculate the
elemental volume fraction

The way in which the volume fractions of the phases within a finite element are
calculated is a key part of the LET (and subsequently LET-PF). As mentioned in
Section 4.2, this component of the method can be replaced by any other suitable
formulation.

In the early stages of research on the method proposed in this thesis, two ap-
proaches alternative to Eq. (4.5) were used in numerical simulations to calculate the
volume fractions. These techniques, denoted as VFC1 and VFC2 and applicable only
to two-dimensional quadrilateral elements, are characterized by a purely geometric
approach, utilizing a simple approximation of the interface shape within a finite
element, as illustrated in Fig. A.1.

Γ

Ω1

Ω2

1 2

34

VFC1

Γ

Ω1

Ω2

1 2

34

VFC2

(a) (b)

Figure A.1: A conceptual sketch of the two simple approaches of calculating the
elemental volume fraction, (a) VFC1 and (b) VFC2. In both figures, the finite element
is shown, where two subdomains, Ω1 and Ω2, are present, and the element nodes are
numbered from 1 to 4. The figures show how the original shape of the interface Γ
(solid red line) is approximated (solid blue line) in the given approach.

In the VFC1 approach, see Fig. A.1(a), intersection points of the interface are
determined based on interpolation along the edges of the finite element. The straight
line connecting these points serves as an approximation of the interface within that
finite element. Assuming the presence of only one interface within the element, the
calculation of the volume fractions involves computing the corresponding area of
the triangle or trapezoid and relating it to the total area of the finite element. For
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more details, refer to Algorithm 1, which outlines a simple procedure for a reference
square element with a side of unit length.

The VFC2 approach, see Fig. A.1(b), is a slightly more sophisticated version of
the VFC1 approach. Using standard bilinear shape functions for the quadrilateral
element, the approximated value of the level-set function ϕ is calculated at the el-
ement centre as the mean value of nodal values. Using the diagonals, the original
element is divided into four triangular subelements, within which the interface is
approximated by straight lines. These lines connect the intersection points of the
interface with the edges of the original element and its diagonals. Subsequently, the
volume fractions are independently computed in each subelement. Finally, the over-
all elemental volume fraction is obtained as the weighted sum of the subelemental
volume fractions. This procedure is detailed in Algorithm 2.

It should be emphasized that the above-mentioned procedures are susceptible
to cases of highly complex interface shapes within a given finite element. These
may occur in situations with a very coarse mesh, where the size of a single finite
element is relatively large, and the internal geometry exhibits significant variability.
However, with mesh refinement, the shape of the interface within a finite element
converges to a straight line, and for such cases, the above approaches, VFC1 and
VFC2, operate then effectively.

As mentioned, the presented two alternative approaches to calculating volume
fractions apply to two-dimensional cases only. Although the procedures outlined
in Algorithms 1 and 2 are not overly complicated, ensuring their reliability (by
accounting for all exceptions) required a considerable amount of time and effort.
Therefore, the generalization of these procedures to three-dimensional cases has not
been pursued, and the method of calculating volume fractions has been replaced by
a much simpler Eq. (4.5), which directly generalizes to 3D cases.
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Algorithm 1
VFC1[ ]: procedure (type 1) for the volume fraction of the phase 2, η(ω). Whenever
the subscript i occurs, the expression should be calculated for i ∈ {1, 2, 3, 4}.

input: ϕ(ω)
i

ai ← ϕ
(ω)
i − 1

2

if ∀ 4
i=1(ai ⩾ 0) then ▷ element entirely in the phase 2
η(ω) ← 1

else if ∀ 4
i=1(ai ⩽ 0) then ▷ element entirely in the phase 1

η(ω) ← 0

else ▷ cut element

si ←

0, aiai+1 > 0
ai

ai − ai+1

, otherwise

if
∏4

i=1 ai > 0 then ▷ case when the interface cuts two opposite edges
sgn← sign a1
{b1, b2} ← {s1 + s2, s3 + s4}
vol← 1

2
(b1 + (1− b2)) sgn ▷ signed area of the unit height trapezoid

η(ω) ←

vol, sgn > 0

vol + 1, otherwise

else ▷ case when the interface cuts two neighbouring edges

ri ←

0, aiai−1 > 0
ai

ai − ai−1

, otherwise

qi ← 1
2
siri sign ai ▷ signed area of the triangle

vol←
∑4

i=1 qi

η(ω) ←


1/2, vol = 0

vol, vol > 0

vol + 1, otherwise

end if
end if
return: η(ω)
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Algorithm 2
VFC2[ ]: procedure (type 2) for the volume fraction of the phase 2, η(ω). Whenever
the subscript i occurs, the expression should be calculated for i ∈ {1, 2, 3, 4}.

input: ϕ(ω)
i

ai ← ϕ(ω)i −
1
2

if ∀ 4
i=1(ai ⩾ 0) then ▷ element entirely in the phase 2
η(ω) ← 1

else if ∀ 4
i=1(ai ⩽ 0) then ▷ element entirely in the phase 1

η(ω) ← 0

else ▷ cut element
a0 ← 1

4

∑4
i=1 ai ▷ app. value of the level-set function in the element centre

si ←

0, aiai+1 > 0
ai

ai − ai+1

, otherwise

if a0 = 0 then ▷ interface cuts through the element centre

qi ←


1
4
si sign ai, si ̸= 01
4
sign ai+1, ai = 0

1
4
sign ai, otherwise

, otherwise

voli ←

qi +
1
4
, qi < 0

qi, otherwise

η(ω) ←
∑4

i=1 voli
else

ri ←

0, aiai−1 > 0
ai

ai − ai−1

, otherwise
, di ←

0, aia0 > 0
ai

ai − a0
, otherwise

pi ←

0, aia0 > 0
a0

a0 − ai
, otherwise{

ti1, ti2, ti3
}
←
{

1
4
sidi sign ai, 1

4
ri+1di+1 sign ai+1,

1
4
pipi+1 sign a0

}
qi ←

∑3
i=1 tij

voli ←



1/4, (ai ⩾ 0) ∧ (ai+1 ⩾ 0) ∧ (a0 ⩾ 0)

0, (ai ⩽ 0) ∧ (ai+1 ⩽ 0) ∧ (a0 ⩽ 0)

max tij, max tij ·min tij ̸= 0

qi, qi > 0

qi + 1/4, otherwise

η(ω) ←
∑4

i=1 voli
end if

end if
return: η(ω)



Appendix B

LET with multiple level-set functions

As discussed in Remark 4.1, the LET formulation presented in Section 4.2 is appli-
cable when only one interface is present within the finite element. In practice, this
situation is rather common than rare, as the simplest solution to this problem is
to refine the mesh in the vicinity of the two interfaces that are close to each other.
However, LET can be easily generalized to cases where more than one interface is
present within the finite element. To this end, additional level-set functions are
introduced,

ϕα : Ω ⊂ Rn → R, (B.1)

one for each α-th separate interface,

Γα = {X ∈ Ω ⊂ Rn | ϕα (X) = 0.5} . (B.2)

Then, the finite-element approximation of each of these fields is given,

ϕh
α =

∑
k

N
(ϕ)
k ϕα,k, (B.3)

where N (ϕ)
k are the usual finite-element basis functions and ϕα,k are the nodal values.

For each individual interface Γα, the elemental volume fraction can be calculated,

η(ω)α =

∑Nn

k=1⟨ϕ
(ω)
α,k − 1

2
⟩∑Nn

k=1 |ϕ
(ω)
α,k − 1

2
|

(B.4)

where ϕ(ω)
α,k are the nodal values of the α-th level-set function ϕ in the element, Nn is

the number of nodes in the element, and ⟨�⟩ denotes the Macaulay brackets. If for
each level-set function ϕα values greater than 0.5 correspond to the same subdomain,
the overall volume fraction of that subdomain within the finite element can be thus
obtained as a sum of the partial elemental volume fractions η(ω)α ,

η(ω) =

NLS∑
α=1

η(ω)α , (B.5)

where NLS is the number of level-set functions used. The volume fraction obtained
in such a way may be then applied instead of formula (4.5) in the formulation of
LET. The idea of this procedure is simply presented in Fig. B.1.
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Figure B.1: A conceptual scheme presenting the procedure to calculate the volume
fraction within the finite element where two interfaces are present. It is worth
noticing that it is crucial to choose the proper subdomain that is represented by
the values of the level-set functions greater than 0.5 – if in the above example, the
subdomain Ω1 was represented by the values of ϕα greater than 0.5, the overall
volume fraction would be greater than 1.

In the case of more than one interface present within the finite element, the unit
normal vector in Eq. (4.6) can be replaced by the overall interface orientation. The
calculation of this is a little bit more complicated than in the case of the overall
volume fraction, but still very simple. The unit normal vector for each individual
level-set function ϕh

α is computed according to the formula (4.6). Subsequently, the
weighted sum of these vectors gives the overall interface orientation N (ω), see details
in Algorithm 3.

These two procedures enabled the use of coarser meshes in the woven-cell problem
presented in Setion 6.4.

Algorithm 3
N_avg[ ]: procedure returning the overall interface orientation, N (ω), within the
finite element.

input: ϕh
α, η

(ω)
α

N
(ω)
α ← ∇ϕh

α(X
(ω)
0 )

∥∇ϕh
α(X

(ω)
0 )∥

mx← argmax
α

η
(ω)
α{

η
(ω)
max, N

(ω)
max

}
←
{
η
(ω)
α , N

(ω)
α

}∣∣∣
α=mx

N
(ω)
α,mod ←

N
(ω)
α , N

(ω)
α ·N (ω)

max ⩾ 0

−N (ω)
α , otherwise

N (ω) ←

∑
α

η
(ω)
α N

(ω)
α,mod∥∥∑

α

η
(ω)
α N

(ω)
α,mod

∥∥
return: N (ω)



Appendix C

Incremental computational scheme
for an elastic-plastic simple laminate†

In this appendix, the case of a simple laminate composed of two elastic-plastic
materials is discussed. As discussed below, the corresponding computational model
involves a nested iterative-subiterative Newton scheme. Its consistent linearization
is crucial so that the Newton method can be effectively used on the structural level.
In this work, this is achieved by using the automatic differentiation (AD) technique
that is available in AceGen [Korelc, 2009; Korelc and Wriggers, 2016], and below
the compact AD-based notation introduced in [Korelc, 2009] is used.

The incremental constitutive equations of finite-strain plasticity are rather stan-
dard [Simo and Hughes, 1998], and the details are omitted here. The specific AD-
based formulation of elastoplasticity which is adopted here follows that developed in
[Korelc, 2009], see also [Korelc and Stupkiewicz, 2014; Korelc and Wriggers, 2016].
On the other hand, the treatment of the laminated microstructure is based on that
developed in [Sadowski et al., 2017] for the incremental Mori–Tanaka scheme (with
due differences). The corresponding AD-based formulation is provided below in the
form of a pseudocode with only short comments, while for the details the reader is
referred to [Sadowski et al., 2017].

The AD-based notation employed in the pseudocodes below uses a special no-
tation to denote the computational derivative, i.e., the derivative evaluated by AD.
The computational derivative is denoted by δ̂f/δ̂A, where f is a function defined
by an algorithm (or computer program) in terms of independent variables collected
in vector A. The actual dependencies present in the algorithm can be overridden
or modified by introducing the so-called AD exceptions that are denoted by a verti-
cal bar following the derivative with additional specifications in the subscript. The
details can be found in [Korelc, 2009; Korelc and Wriggers, 2016].

Adopting the finite-strain framework, the elastic strain energy of phase i is
expressed as a function of the deformation gradient Fi = F n+1

i and the vector
hi = hn+1

i of internal (history) variables at the current time step t = tn+1,

Wi = Wi(Fi,hi), (C.1)

†The content of this appendix has been entirely excerpted from the article of Dobrzański et al.
[2024]. Minor modifications may have been applied to the text.
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and the Piola stress Pi = P n+1
i is thus given by

Pi =
∂Wi(Fi,hi)

∂Fi

. (C.2)

Here and below, the superscript n+ 1 denoting the quantities at tn+1 is omitted to
make the notation more compact. Time-discrete evolution of the internal variables
hi is governed by a set of nonlinear equations written symbolically in the residual
form as

Qi(Fi,hi,hn
i ) = 0, (C.3)

where hn
i denotes the known internal variables at the previous time step t = tn.

In computational plasticity, the incremental equations of elastoplasticity are usually
solved using the return-mapping algorithm, which leads to the state update algorithm
that is outlined in Algorithm 4 using the AD-based notation. In this algorithm, the
local problem (C.3) is solved iteratively using the Newton method, and the derivative
of the implicit dependence of the solution hi on Fi (denoted by Gi in Algorithm 4)
is computed in the standard manner [Korelc, 2009; Michaleris et al., 1994],

∂hi

∂Fi

= −
(
∂Qi

∂hi

)−1
∂Qi

∂Fi

. (C.4)

The specific constitutive functions of the finite-strain J2 plasticity model used
in this work, see Section 6.5, are summarized in Box 1, see the formulation I-C-C-b
in Box 1 in [Korelc and Stupkiewicz, 2014]. Box 1 provides also the corresponding
definitions of the vector of internal variables hi and of the local residual Qi. For
brevity, the subscript i is omitted in Box 1.

Consider now a simple laminate in which both phases are governed by an elastic-
plastic material model. Expressing the local deformation gradients in terms of F̄
and c, as in Eq. (3.69), the macroscopic elastic strain energy W̄ = ⟨W ⟩ reads

W̄ (F̄ , c,h1,h2) = (1− η)W1(F1,h1) + ηW2(F2,h2), (C.5)

and the macroscopic stress is obtained as

P̄ =
∂W̄ (F̄ , c,h1,h2)

∂F̄
= (1− η)∂W1

∂F1

∂F1

∂F̄
+ η

∂W2

∂F2

∂F2

∂F̄
= (1− η)P1 + ηP2. (C.6)

The unknown vector c is obtained by solving, using the Newton method, the
compatibility condition (3.4) written here in the residual form as

R(F̄ , c,h1,h2) = (P2 − P1)N = 0, (C.7)

where the internal variables hi depend on c through Fi, thus hi = hi(Fi(F̄ , c)),
and this dependence must be taken into account when the residual R is linearized.
The complete computational scheme is summarized in Algorithm 5, which includes
consistent linearization of the nested iterative-subiterative scheme. In particular,
once the implicit dependencies are correctly identified and introduced into the code,
the consistent overall tangent (denoted as L̄alg in Algorithm 5) is obtained as the
computational derivative δ̂P̄ /δ̂F̄ .

In practice, the iterative Newton scheme in Algorithm 5 can be enhanced by a
line search technique which improves the robustness of the computational scheme.
The related details are omitted here.



97

Algorithm 4
StateUpdate[ ]: state update algorithm for phase i

input: Fi, hn
i

ϕtrial
i ← ϕi(Fi,hn

i )

if ϕtrial
i < 0 then
hi ← hn

i

Gi ← 0

else
hi ← hn

i

repeat

Ai ←
δ̂Qi (Fi,hi,hn

i )

δ̂hi

▷ tangent matrix, Ai =
∂Qi

∂hi

∆hi ← −A−1
i Qi

hi ← hi +∆hi

until ∥∆hi∥ ≤ tol

Gi ← −A−1
i

δ̂Qi

δ̂Fi

∣∣∣∣∣
hi=const

▷ Gi =
∂hi

∂Fi

end if
hi ← hi

∣∣∣Dhi

DFi
=Gi

▷ introduce the implicit dependence of hi on Fi

Pi ←
δ̂Wi(Fi,hi)

δ̂Fi

∣∣∣∣∣
hi=const

▷ AD exception ensures that Pi is computed correctly

return: hi, Pi, Gi

Box 1: Constitutive equations of finite-strain J2 plasticity with isotropic hardening.
Phase index i is omitted for brevity.

Given: F ,C−1
p,n, γn Find: C−1

p , γ

be = FC−1
p F T

I1 = tr be, I3 = det be

W = 1
2
µ (I1 − 3− log I3) +

1
4
λ (I3 − 1− log I3)

τ = 2be
∂W

∂be
▷ automation: τ ← 2be

δ̂We

δ̂be
τ ′ = τ − 1

3
(tr τ ) I

ϕ =
√

3
2
τ ′ · τ ′ − σy(γ)

n =
∂ϕ

∂τ
▷ automation: n← δ̂ϕ

δ̂τ

Z = FC−1
p − exp (−2 (γ − γn)n)FC−1

p,n

h =
{
C−1

p,11 − 1, C−1
p,22 − 1, C−1

p,33 − 1, C−1
p,23, C

−1
p,13, C

−1
p,12, γ

}
Q = {Z11,Z22,Z33,Z23,Z13,Z12, ϕ}
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Algorithm 5
AD-based formulation of the incremental scheme for an elasto-plastic two-phase
composite

input: F̄ , cn, hn
1 , hn

2

c← cn

repeat
F1 ← F̄ − ηc⊗N

F2 ← F̄ + (1− η)c⊗N

{h1,P1,G1} ← StateUpdate [F1,hn
1 ]

{h2,P2,G2} ← StateUpdate [F2,hn
2 ]

R← (P2 − P1)N

B← δ̂R
δ̂c

▷ tangent matrix, B =
∂R
∂c

∆c← −B−1R
c← c+∆c

until ∥∆c∥ ≤ tol

c← c
∣∣∣ Dc
DF̄

=−B−1 δ̂R
δ̂F̄

∣∣
c=const

F1 ← F̄ − ηc⊗N

F2 ← F̄ + (1− η)c⊗N

h1 ← h1

∣∣∣Dh1

DF1
=G1

▷ introduce the implicit dependence of h1 on F1

h2 ← h2

∣∣∣Dh2

DF2
=G2

▷ introduce the implicit dependence of h2 on F2

W̄ ← (1− η)W1(F1,h1) + ηW2(F2,h2)

P̄ ← δ̂W̄

δ̂F̄

∣∣∣∣∣
c=const, h1=const, h2=const

▷ AD exception ensures that P̄ is computed

correctly

L̄alg ← δ̂P̄

δ̂F̄
return: c, P̄ , L̄alg, h1, h2



Appendix D

Regularization of the phase volume
fraction in laminated elements†

As discussed in Section 5.4, the formula (4.5) for the phase volume fraction η(ω) in
the laminated elements is regularized according to Eq. (5.5). In this appendix, the
effect of the regularization parameter ϕreg on the efficiency and accuracy of LET-PF
is illustrated.

Additional simulations of the problem studied in Section 7.1 have thus been
performed for three values of ϕreg ∈ {0.001, 0.01, 0.1} and for a wide range of model
parameters. Fig. D.1 presents representative results concerning the efficiency and
robustness (quantified by the total number of time steps when ∆tmax = Texact) and
concerning the accuracy (expressed by the relative error, Eq. (7.3)). In the latter
case, small time increments have been used (∆tmax = Texact/500) to isolate the
error related to the regularization from that resulting from time integration. It
has been observed that the dependence of both indicators on the interfacial energy
γ is (approximately) monotonic, hence only the extreme values γ = 0.0001 and
γ = 0.003 are included in Fig. D.1. The computations have been performed for the
coarse mesh (h = 0.02) and for two representative values of the interface thickness
parameter ℓ ∈ {h, 1.5h}.

Fig. D.1(a) shows that the number of time steps needed to complete the simu-
lation decreases with increasing ϕreg for γ = 0.0001, and it only weakly depends on
ϕreg for γ = 0.003. This confirms that the robustness and efficiency of the method
increases with increasing ϕreg. Note that, in many cases, the simulations could not
be completed without regularization, i.e., for ϕreg = 0. Concerning the relative error,
Fig. D.1(b), the effect of ϕreg is weak, except one case (ℓ = 1.5h, γ = 0.0001) when
the error visibly increases with increasing ϕreg.

Concluding, the results presented above, as well as other results not reported
here, do not give a definite answer on the choice of the regularization parameter.
Higher values of ϕreg are, in general, beneficial for robustness and computational
efficiency. At the same time, the effect on accuracy is in general weak.

†The content of this appendix has been entirely excerpted from the article of Dobrzański and
Stupkiewicz [2024]. Minor modifications may have been applied to the text and figures.
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Figure D.1: The effect of regularization parameter ϕreg: (a) on the total number of
time steps (for ∆tmax = Texact) and (b) on the relative error (for ∆tmax = Texact/500).



Appendix E

Analytical solution for the evolving
circular inclusion

The Lamé solution of a thick-walled cylinder under internal pressure is a well-known
classical problem in linear elasticity theory. It seeks to determine the stress state,
deformation field, and displacement field of a plane circular disc of radius R2 with
a centrally located circular hole of radius R1. The disc is assumed to be made of
a weightless, homogeneous, and isotropic linear-elastic material, commonly referred
to as Hooke’s material. The object is subjected to a homogeneous normal load of
magnitude q1 at the inner surface and a homogeneous normal load of magnitude
q2 at the outer surface, see Fig. E.1(a). Since it is an axis-symmetric problem,
the circumferential displacement is zero, uθ = 0, and the radial displacement is
expressed as

ur(r) =
q2R

2
2 − q1R2

1

2(µ+ λ)(R2
2 −R2

1)
r +

R2
1R

2
2(q2 − q1)

2µ(R2
2 −R2

1)

1

r
, (E.1)

where µ and λ are the Lamé constants.

R2

q2

q1 R1

μ, λ

R
μ1, λ���št

μ2, λ�

ρ 
ρ�t
�

Ω1

Ω2 Γ

1

(a) (b)

Figure E.1: Scheme of the: (a) classical Lamé problem, (b) bimaterial Lamé
problem with eigenstrain.

Using the general solution (E.1), the solution for bimaterial Lamé problem with
eigenstrain can be obtained. Consider an unloaded, circular body of radius R oc-
cupying domain Ω that is divided into two subdomains – the circular inclusion Ω1
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of radius ρ and the matrix Ω2, Ω = Ω1 ∪Ω2, with homogeneous material properties
within these subdomains. The subdomains are separated by the interface denoted by
Γ, Γ = Ω1 ∩ Ω2. In the inclusion Ω1 the volumetric eigenstrain is present, εt1 = ϵI,
where I is the second-order identity tensor, see Fig. E.1(b). The elastic strain
energy density function for the i-th phase takes the form

ψel
i =

1

2
λi (tr ε

el)2 + µi tr(ε
el)2, (E.2)

where εel = ε − εti is the elastic small-strain tensor. Assuming the continuity of
the displacement field u at the interface Γ, one can obtain the solution for such a
problem,

ur(r) =


(1− ϵ∗)ϵ r 0 ⩽ r ⩽ ρ,

(λ1 + µ1) (µ2r
2 + (λ2 + µ2)R

2) ρ2ϵ∗ϵ

µ2 (λ2 + µ2) (R2 − ρ2) r
ρ < r ⩽ R,

(E.3)

where µi, λi are the Lamé constants for i-th phase, and ϵ∗ denotes the fraction of
the eigenstrain that is recovered elastically in the inclusion, expressed as

ϵ∗ =
µ2 (λ2 + µ2) (R

2 − ρ2)
µ2 (λ1 − λ2 + µ1 − µ2) ρ2 + (λ2 + µ2) (λ1 + µ1 + µ2)R2

. (E.4)

The total elastic strain energy of such a system is thus given by

Ψ̂el =
2∑

i=1

∫
Ωi

ψel
i dV = 2π (λ1 + µ1) ρ

2ϵ∗ϵ2. (E.5)

Integrating the interfacial energy density γ over the interface Γ gives the total in-
terfacial energy

Ψ̂int =

∫
Γ

γ dS = 2πργ (E.6)

which together with the total elastic strain energy Ψ̂el constitute the total free energy
functional

Ψ̂ = Ψ̂el + Ψ̂int. (E.7)

Now consider that the interface Γ is evolving, i.e., the inclusion radius is a func-
tion of time, ρ = ρ(t), see Fig. E.1(b). Then the global rate-potential Π̂ is for-
mulated by adding the global dissipation potential D̂ to the rate of the free energy
˙̂
Ψ = dΨ̂/dt,

Π̂ =
˙̂
Ψ + D̂. (E.8)

Note that no external loading is applied so that the potential energy of the loading
does not contribute to Π̂. The dissipation is here assumed to be of purely viscous
nature, i.e. the local dissipation potential D̂ is quadratic in terms of the interface
speed v̂n = −ρ̇,

D̂ =

∫
Γ

D̂ (ρ̇) dS = 2πρD̂(ρ̇) =
πρρ̇2

m̂
, D̂(v̂n) =

1

2m̂
v̂2n, (E.9)

where m̂ denotes the local interface mobility parameter.
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Finally, the complete evolution problem is expressed as the minimization of the
global rate-potential Π̂ with respect to ρ̇:

ρ̇(t) = argmin
ρ̇

Π̂. (E.10)

Since the global rate-potential Π̂ is quadratic in terms of ρ̇, the condition of station-
arity, dΠ̂/dρ̇ = 0, delivers an equation that is linear with respect to ρ̇. Therefore, ρ̇
can be easily found in a closed form,

ρ̇ = −m̂γ

ρ
+ m̂

2(λ1 + µ1)(ϵ
∗ϵ)2

µ2(λ2 + µ2)(R2 − ρ2)2
(
µ2(λ1 − λ2 + µ1 − µ2)ρ

4−

(λ2 + µ2)(λ1 + µ1 + µ2)(R
2 − 2ρ2)R2

)
.

(E.11)

Assuming the same material for both the inclusion and the matrix, i.e. λ = λ1 =
λ2, µ = µ1 = µ2, the formula for the total elastic strain energy becomes simpler,
cf. Eq. (E.5),

Ψ̂el =
2πµρ2ϵ2(λ+ µ)(R2 − ρ2)

R2(λ+ 2µ)
, (E.12)

and therefore, the resulting evolution equation reads

ρ̇ = −m̂
((

1

2
−
( ρ
R

)2) Eϵ2

1− ν2
+
γ

ρ

)
, (E.13)

where Lamé constants have been converted into the Young’s modulus, E, and Pois-
son’s ratio, ν. The above equation can be rewritten in a more concise format

ρ̇ = −m̂
(
f̂bulk + f̂int

)
, (E.14)

where
f̂bulk =

(
1

2
−
( ρ
R

)2) Eϵ2

1− ν2
, f̂int =

γ

ρ
(E.15)

denote the local thermodynamic driving forces related to the elastic and the inter-
facial energy, respectively. It can be checked that the thermodynamic driving force
f̂ = f̂bulk + f̂int derived above from the total energy balance can be equivalently
obtained from the local definition, Eq. (3.43)1 (to have a consistent sign of the driv-
ing force, the interface normal must point into the inclusion so that the inclusion is
treated as phase 2 in the notation of Section 3.2.1).

Although attempts have been made, it is difficult, if not impossible, to find the
solution of Eq. (E.13) in a closed form. Therefore, in the simulations discussed in
Section 7.1, the ordinary differential equation (E.13) has been solved using numerical
methods instead.
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