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Abstract
The p53 transcription factor is a regulator of key cellular processes including DNA repair,

cell cycle arrest, and apoptosis. In this theoretical study, we investigate how the complex cir-

cuitry of the p53 network allows for stochastic yet unambiguous cell fate decision-making.

The proposed Markov chain model consists of the regulatory core and two subordinated

bistable modules responsible for cell cycle arrest and apoptosis. The regulatory core is con-

trolled by two negative feedback loops (regulated by Mdm2 andWip1) responsible for oscil-

lations, and two antagonistic positive feedback loops (regulated by phosphatases Wip1 and

PTEN) responsible for bistability. By means of bifurcation analysis of the deterministic

approximation we capture the recurrent solutions (i.e., steady states and limit cycles) that

delineate temporal responses of the stochastic system. Direct switching from the limit-cycle

oscillations to the “apoptotic” steady state is enabled by the existence of a subcritical Nei-

mark—Sacker bifurcation in which the limit cycle loses its stability by merging with an unsta-

ble invariant torus. Our analysis provides an explanation why cancer cell lines known to

have vastly diverse expression levels of Wip1 and PTEN exhibit a broad spectrum of

responses to DNA damage: from a fast transition to a high level of p53 killer (a p53 phos-

phoform which promotes commitment to apoptosis) in cells characterized by high PTEN

and lowWip1 levels to long-lasting p53 level oscillations in cells having PTEN promoter

methylated (as in, e.g., MCF-7 cell line).

Author Summary

Cancers are diseases of signaling networks. Transcription factor p53 is a pivotal node of a
network that integrates a variety of stress signals and governs critical processes of DNA
repair, cell cycle arrest, and apoptosis. Somewhat paradoxically, despite the fact that carci-
nogenesis is prevalently caused by p53 network malfunction, most of our knowledge about
p53 signaling is based on cancer or immortalized cell lines. In this paper, we construct a
mathematical model of intact p53 network to understand dynamics of non-cancerous cells
and then dynamics of cancerous cells by introducing perturbations to the regulatory sys-
tem. Cell fate decisions are enabled by the presence of interlinked feedback loops which
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give rise to a rich repertoire of behaviors. We explain and analyze by means of numerical
simulations how the dynamical structure of the regulatory system allows for generating
unambiguous single-cell fate decisions, also in the case when the cell population splits into
an apoptotic and a surviving subpopulation. Perturbation analysis provides an explanation
why cancer cell lines known to have vastly diverse expression levels of p53 regulators can
exhibit a broad spectrum of responses to DNA damage.

Introduction
The tumor suppressor p53 plays a pivotal role in cell growth control, DNA repair, cell cycle
suppression and eventually in the initiation of apoptosis [1–4]. It serves as a node of a complex
and extensive gene regulatory network that integrates a variety of stress signals. One of the
most important ways of p53 activation is through DNA damage, which can be caused by, i.a.,
ionizing radiation (IR), UV radiation, hypoxia, heat shock, viral infection, or nutrient depriva-
tion [1,5,6]. Exposure to IR inflicts DNA double strand breaks (DSBs), the most critical DNA
lesions, which when unrepaired can lead to genomic instability resulting in either cell death or
DNAmutations that can propagate to subsequent cell generations [7–9]. The p53 regulatory
network provides mechanisms that suppress cell cycle until DNA is repaired or trigger apopto-
sis when DNA damage is too extensive to be repaired [4,7,10].

Unsurprisingly, mutations of the p53 gene (TP53) turn out to be the most frequent genetic
changes in human cancers [11]. About half of all human cancer cells carry a mutation in TP53.
In many other cancers, the genes which encode components of the p53 regulatory pathway are
mutated [12,13]. The lack of functional p53 protein decreases the efficiency of DNA repair and
allows mutated cells to evade apoptosis leading to the propagation of mutations and eventually
to cancer development and progression [13,14]. Various malfunctions of the p53 regulatory
pathway are determinants of tumor aggressiveness and p53 pathway components have become
targets in anticancer therapies [14,15].

The primary molecular function of p53 is the regulation of transcription [16,17]. It controls
expression of numerous genes which encode proteins of contradictory roles: pro-survival, cell
cycle-suppressing, or pro-apoptotic [17]. Its ability to regulate expression of distinct sets of
genes is controlled by posttranslational modifications [5]. In particular, p53 can assume two
different phosphorylation states: p53ARRESTER (when it is phosphorylated at Ser15 and Ser20
[5,18,19]) and p53KILLER (when it is additionally phosphorylated at Ser46 [20,21]). In the
arrester state, p53 triggers transcription of its main inhibitor, E3 ubiquitin ligase Mdm2 [22],
cell cycle-suppressing protein p21 [23], and pro-survival phosphatase Wip1 [24,25]. In the
killer state, p53 triggers transcription of pro-apoptotic phosphatase PTEN [26] and another
pro-apoptotic protein, Bax [27].

In unstressed cells p53 remains inactive and is kept at a low level through constant protea-
some-mediated degradation, regulated by Mdm2 [28–30]. p53 is activated by kinase ATM,
which is rapidly phosphorylated in response to DNA damage [31,32]. The DNA damage detec-
tion system is sensitive; a handful of DSBs is sufficient for ATM and p53 activation; 1 Gy of
irradiation induces about 35–40 DSBs [8,33]. ATM phosphorylates p53 at several residues,
including Ser15 and Ser20, leading to its stabilization and activation as a transcription factor
[19,34,35]. ATM phosphorylates also p53 inhibitor, Mdm2, promoting its degradation [36]. As
a result, p53 concentration increases 3–10-fold within an hour after DNA damage [34]. Activ-
ity of p53 can be suppressed by growth factor stimulation leading to the activation of PI3 kinase
(PI3K), which phosphorylates phosphatidylinositol bisphosphate (PIP2) into trisphosphate
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(PIP3) [37–40]. PIP3 allows for Akt recruitment to the plasma membrane where it can be acti-
vated via phosphorylation [41,42] by several kinases. Activated Akt phosphorylates Mdm2 at
Ser166 and Ser186, allowing for its translocation to the nucleus where Mdm2 ubiquitinates p53
priming it for degradation [29,43].

The p53-regulated proteins comprise a complex regulatory network governed by multiple
intertwined feedback loops spanning diverse time scales [44]. In addition to the primary p53
inhibitor, Mdm2, other key regulatory players in the network are two phosphatases: pro-
survival Wip1 [24] and pro-apoptotic PTEN [26]. Wip1 attenuates signaling by dephosphory-
lating ATM [45] and inhibits apoptosis by facilitating dephosphorylation of p53KILLER to the
p53ARRESTER form [46]. When DNA repair is accomplished, Wip1 enables the return to the
pre-stress state [24,47]. PTEN mediates a positive feedback loop by inhibiting Akt and Mdm2,
and by allowing p53KILLER to rise to a high level and initiate apoptosis [48].

Dysregulation of the p53 pathway can occur as a consequence of gene amplification, gene
loss, promoter methylation, or mutations which alter protein function. Gene amplification or
inhibition are the major mechanisms which enhance expression of genes involved in cancer
development and progression [49]. In particular, Wip1 amplification and overexpression
have been found in multiple human cancers, predominantly in those that retain functional p53
[50–53] such as breast, lung, pancreas, bladder, and liver cancer, and in neuroblastomas
[50,52,54,55]. Conversely, Wip1-knockout mice are partially resistant to oncogene-induced
cancer development, indicating that the inhibition of Wip1 activity may be potentially benefi-
cial for cancer therapy [45,52,56,57]. Decreased PTEN expression has been found in prostate,
kidney, breast, bladder cancers, and in glioblastoma [58–60]. Cell lines with defective PTEN
have alterations in the cell cycle regulation and a defective apoptotic response, which places
PTEN among the tumor suppressors most commonly lost in human cancers. In contrast, over-
expression of wild-type PTEN in cancer cells induces apoptosis and blocks cell-cycle progres-
sion [61,62]. Another dysregulated protein observed in many cancers is PI3K. The
amplification of PI3K gene have been found in colorectal, gastric, hepatocellular, thyroid,
breast, lung, and ovarian cancer, and in glioblastoma and acute leukemia [63–70].

The clinical data shows that differences between cancer cells can be partially explained by
different expression levels of PTEN, Wip1, and PI3K. The majority of breast cancers reveals
amplification of Wip1 and reduced level of PTEN, which appear to correlate with poor progno-
sis as well as increased resistance to γ radiation-based therapy and apoptosis [55,58].

A number of computational models have been constructed to investigate the regulatory
mechanisms of the p53 pathway. Earlier models were focused on explaining the origin of oscil-
lations of p53 and Mdm2 levels in response to IR [71–76], which were first observed in the cell
population experiment on MCF-7 cells by Bar-Or et al. [71] and later in single-cell experiments
by Lahav et al. [77] and Geva-Zatorsky et al. [73]. Recently, the effort has been shifted to con-
necting p53 dynamics with cell fate decisions [75,78–85]. For the sake of conciseness of the
Introduction, an overview of p53 modeling results cited in this paragraph is provided in S1
Text.

In this study, we focus on the p53 regulatory core to demonstrate that the structure of the
p53 regulatory network is such that for a broad range of parameters at persistent DNA damage
the limit cycle oscillations of p53ARRESTER (as well as p53KILLER) coexist with the steady state
characterized by a high level of p53KILLER. The detailed bifurcation analysis shows that the
direct switch between oscillations and high steady state is enabled by the existence of a Nei-
mark—Sacker bifurcation. These two recurrent solutions delineate temporal responses of the
system, which can be interpreted unambiguously by two slaved modules which control cell
cycle arrest and apoptosis. This is confirmed by stochastic simulations of the model dynamics,
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showing clear separation of cells into surviving and apoptotic subpopulations about 30 hours
after DNA damage.

Results

Overview of the model structure
The proposed model consists of three modules: the core module, the cell cycle arrest module,
and the apoptotic module. In Fig 1 we show a simplified scheme which summarizes the key
feedback loops present in the core module. The detailed scheme with all model components is
provided in S1 Fig. The regulatory pathway considered consists of 42 species (see Tables A and
B in S1 Text), coupled by 74 reactions parametrized by 97 reaction rate coefficients (see
Table C in S1 Text). The stochastic model is equivalent to a Markov process while its determin-
istic approximation is represented by ODEs. The levels of all substrates in stochastic as well as
in deterministic simulations are expressed in the numbers of molecules per cell (mlcs/cell).

Core module. We consider the p53 system responses to DNA damage introduced by IR.
DNA damage leads to the activation of ATM. Active ATM phosphorylates p53 inhibitor,
Mdm2, priming it for faster degradation. It also stabilizes and activates p53 by phosphorylating
it to one of its active phosphoforms, p53ARRESTER. This phosphoform can be further phosphor-
ylated (at Ser46) to the p53KILLER form. p53ARRESTER induces synthesis of Mdm2 and Wip1, a
phosphatase which dephosphorylates ATM as well as p53KILLER to the p53ARRESTER form.

p53KILLER activates expression of another phosphatase, PTEN, which mediates the slow pos-
itive feedback loop which stabilizes the level of p53. PTEN indirectly suppresses Akt catalytic

Fig 1. Simplified scheme of the model. Arrow-headed dashed lines indicate positive transcriptional
regulation, arrow-headed solid lines—protein transformation, circle-headed solid lines—positive influence or
activation, hammer-headed solid lines—inhibitory regulation. Pro-survival and cell cycle-promoting proteins
are represented with blue boxes, pro-apoptotic proteins with yellow boxes, proteins involved in cell cycle
arrest with green boxes. Details of the cell cycle arrest module and the apoptotic module are shown in Figs 2
and 3 respectively.

doi:10.1371/journal.pcbi.1004787.g001
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activity, which is required to phosphorylate Mdm2 in order to enable its nuclear import. As a
result, accumulation of PTEN leads to the accumulation of Mdm2 in cytoplasm and therefore
physically disconnects nuclear p53 from its inhibitor, leading to the stabilization of p53KILLER
and p53ARRESTER at high levels. PTEN action is opposed by the growth and survival factors
which lead to Akt activation.

Cell cycle arrest module is controlled by p53ARRESTER. This phosphoform activates tran-
scription of p21 which suppresses cell cycle by inhibiting cyclin E (CycE). The apoptotic mod-
ule is controlled by p53KILLER, which activates transcription of pro-apoptotic protein Bax, and
by Akt, which suppresses the apoptosis by phosphorylation of 14-3-3 protein.

Among more than ten feedbacks present in the system the following four are of key func-
tional importance:

• F1 Negative feedback p53ARRESTER !Mdm2 –| p53: p53ARRESTER activates transcription of
Mdm2 which ubiquitinates p53 inducing its rapid degradation. This feedback maintains
homoeostasis in unstimulated cells and enables oscillations of p53 level upon DNA damage.

• F2 Negative feedback ATM! p53ARRESTER !Wip1 –| ATM: ATM activates p53 to the
p53ARRESTER form which activates transcription of Wip1, which in turn deactivates ATM.
This feedback leads to recurrent ATM inhibition and initiation upon DNA damage enabling
persistent oscillations of the p53 level.

• F3 Positive feedback p53ARRESTER !Wip1! p53ARRESTER: p53ARRESTER activates transcrip-
tion of Wip1, which dephosphorylates p53KILLER to p53ARRESTER. This feedback stabilizes
p53 in the arrester state and attenuates accumulation of p53KILLER preventing/postponing
apoptosis.

• F4 Positive feedback p53KILLER ! PTEN –| Akt!Mdm2 –| p53KILLER: p53KILLER activates
transcription of PTEN which (indirectly) deactivates Akt; Akt phosphorylates Mdm2 allow-
ing for its import to the nucleus where Mdm2 ubiquitinates p53 inducing its rapid degrada-
tion. This feedback stabilizes the state of a high p53KILLER and low Akt activity, and thus
induces apoptosis.

Two negative feedback loops, F1 and F2, associated with time delays introduced by the
mRNA transcription, protein translation, and nuclear import, induce oscillatory responses
upon DNA damage. As shown experimentally in [82] and demonstrated in analysis in S2 Fig
the system without the negative feedback to ATM does not exhibit oscillations. The two posi-
tive feedbacks, F3 and F4, introduce bistability. These two feedbacks, mediated by Wip1 and
PTEN phosphatases, act antagonistically. The Wip1-mediated loop (F3) prevents p53KILLER
accumulation (by dephosphorylating p53KILLER to p53ARRESTER) while the PTEN-mediated
loop (F4) “supports” p53KILLER accumulation (by indirect inhibition of Mdm2). The PTEN
loop results from double negation and involves several intermediates (PTEN, PIP2/PIP3, Akt,
Mdm2), therefore its dynamics is slower. As a result, even in cells with extensive DNA damage,
p53KILLER accumulation (and thus apoptosis) is postponed, granting the cell time which can be
used for DNA repair. When DNA repair is accomplished before signal passes through the
PTEN loop, the cell survives. However, when the DNA damage is severe so that its repair takes
longer time, the PTEN-mediated feedback takes over and the cell commits to apoptosis.

Cell cycle arrest module. p53ARRESTER induces expression of p21, a protein which sup-
presses cell cycle progression to allow for DNA repair (Fig 2A). p21 directly binds and sup-
presses CycE which plays a critical role in the transition from G1 to S phase, and is considered
a marker of cell cycle progression in the model [23]. CycE, synthesis of which is positively regu-
lated by E2F1 (and several other transcription factors from the E2F family), can inactivate Rb1
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protein by inducing its phosphorylation at Ser780. Phosphorylated Rb1 can no longer inhibit
E2F1. This creates a positive feedback loop (based on double negation) in which CycE sup-
presses the inhibitor of its own transcription factor. This mode of regulation introduces bist-
ability and allows for switch-like exit from and return to the cell cycle progression. Cell cycle
progresses at a low level of p21 (i.e., when most of CycE is free). As p21 level increases the frac-
tion of free CycE decreases, leading to dephosphorylation of Rb1 and inhibition of E2F1. At
some level of p21 the system rapidly transits to the state in which most of E2F1 is inhibited and
the level of CycE is close to zero (Fig 2B).

The analysis of the cell cycle arrest module shows that this subsystem exhibits bistability for
a range of p53ARRESTER levels (Fig 2B). The low level of p53ARRESTER corresponds to a high
level of CycE at which the cell cycle can progress. As the level of p53ARRESTER increases, the
level of CycE decreases until the stable state loses its stability in the bifurcation point SN1 and
the system switches to the lower stable steady state in which the cell cycle is suppressed. When
p53ARRESTER decreases from a high level, the system undergoes SN2 bifurcation and the cell
cycle may progress again.

Apoptotic module. The detailed description and analysis of the apoptotic module is con-
tained in our recent paper by Bogdał et al. [86]. In this module (Fig 3A) we consider two inputs:
pro-survival input, strength of which increases with the level of phosphorylated Akt (Aktp),
and pro-apoptotic, strength of which increases with the level of p53KILLER. Non-apoptotic cells
are characterized by a relatively high level of Aktp and the lack or a very low level of p53KILLER.
The following two signals promote apoptosis: (1) suppression of pro-survival Akt, i.e., decrease
of the Aktp level, and (2) increase of the p53KILLER level.

In non-apoptotic cells the apoptosis is suppressed since the apoptotic effector, Bax, is neu-
tralized through sequestration by pro-survival Bcl-xL. This is possible because the other pro-
apoptotic protein, Bad, that can bind Bcl-xL, remains phosphorylated by Aktp and sequestered
by pro-survival protein 14-3-3. Dephosphorylation of Akt (which is considered here as pro-
apoptotic signal) leads to the dephosphorylation of Bad and its release from the complex with
14-3-3. Subsequently, Bad binds to Bcl-xL displacing Bax, which accumulates in the mitochon-
drial membrane, leading eventually to the release of cytochrome c, which initiates caspase acti-
vation (active both initiator and executioner caspases are collectively denoted as Casp). In the
model, the step of cytochrome c release is omitted; instead, we assume that Bax activates Casp

Fig 2. Scheme and the bifurcation diagram for the cell cycle arrest module. (A) Scheme: cell cycle-arresting proteins are represented with green boxes,
proteins promoting cell cycle with blue boxes, other proteins or complexes with gray boxes. Bold ‘P’ denotes a phosphorylated protein residue. The arrow
notation is same as in Fig 1. (B) Bifurcation diagram of CycE vs. p53ARRESTER (bifurcation parameter). The stable and unstable steady states are indicated by
solid and dashed lines, respectively. SN1 and SN2 denote saddle-node bifurcations. The number of eigenvalues with positive real parts is either one (1+) for
the unstable steady state or zero (0+) for stable steady states.

doi:10.1371/journal.pcbi.1004787.g002
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directly. The other pro-apoptotic signal comes from p53KILLER, accumulation of which triggers
Bax transcription and Bax protein accumulation.

In Fig 3B we analyze how cell fate decisions depend on the levels of p53KILLER and Aktp. In
the (p53KILLER, Aktp)-plane the saddle—node bifurcations line separates the region where sur-
vival coexists with apoptosis from the apoptotic region. The transition from survival to apopto-
sis requires crossing the saddle—node line, that is possible only when the level of p53KILLER
increases and, simultaneously, a fraction of phosphorylated Akt (Aktp) drops. Therefore, the
apoptotic module integrates information about Aktp and p53KILLER levels in the way similar to
the AND logic gate (meaning that simultaneous dephosphorylation of Akt and build-up of
p53KILLER are needed to trigger apoptosis). In our previous study [86], we demonstrated that
the system can behave digitally, either as the logic gate AND, or as the logic gate OR, depending
on the levels of Bad and Bcl-xL. Gate AND arises for high levels of Bcl-xL and low levels of Bad.
The OR gate (when apoptosis may be initiated by one of the two apoptotic signals) arises for
high Bad and low Bcl-xL levels.

In Fig 3C and 3D we show bifurcation diagrams of the apoptotic switch with p53KILLER (Fig
3C) and Aktp (Fig 3D) considered bifurcation parameters. The model predicts that for Aktp = 0
and p53KILLER < 105 the cell can exist either in the apoptotic or in surviving steady state,

Fig 3. Scheme and the bifurcation diagrams for the apoptotic module. (A) Scheme: pro-survival proteins are in blue boxes, pro-apoptotic proteins are in
yellow boxes, other proteins or protein complexes are in gray boxes. The arrow notation is same as in Fig 1. (B) Saddle—node bifurcations line in the
(p53KILLER, Aktp)-plane (2-D bifurcation diagram) separates the region of parameters for which apoptotic and survival states coexist from the region for which
only the apoptotic state exists. (C) Bifurcation diagram for Casp vs. p53KILLER (bifurcation parameter) for Aktp; the saddle-node bifurcation point SN is
(p53KILLER, Caspbif)ffi (0.95×105, 1.5×103). (D) Bifurcation diagram for Casp vs. Aktp (bifurcation parameter) for p53KILLERffi 5×105; the saddle-node
bifurcation point SN is (Aktp, Caspbif)ffi (4.4×104, 1.5×103). The solid and dashed lines correspond respectively to the stable and unstable steady states. The
number of eigenvalues with positive real parts is either one (1+) for the unstable steady state or zero (0+) for stable steady states. Notice the logarithmic scale
on vertical axes in (C) and (D).

doi:10.1371/journal.pcbi.1004787.g003
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characterized by a high and a low Casp levels, respectively (Fig 3C). At p53KILLER � 105 the sys-
tem undergoes the saddle—node bifurcation (in which Casp� 1.5 × 103) in which the surviv-
ing state vanishes. In Fig 3D we show that for a high level of p53KILLER (i.e., p53KILLER �
5 × 105) the system exhibits bistability for Aktp > 4.5 × 104. At Aktp � 4.5 × 104 the system
undergoes the saddle—node bifurcation, and for Aktp < 4.5 × 104 only the apoptotic state
exists. The bifurcation diagrams shown in Fig 3C and 3D imply that the caspase activation
switch (in contrast to the cell cycle arrest switch) is irreversible, i.e., there is no possibility to
return from the apoptotic to the surviving state (even after p53KILLER drops to zero or Aktp
grows to its maximal value). The structure of the bifurcation diagram of Casp vs. p53KILLER
resembles qualitatively the bifurcation diagram of Casp vs. Bax analyzed in our earlier work
[86].

Bifurcation analysis of the p53 core module. In this section we focus on the discrimina-
tion of possible responses to DNA damage. In the bifurcation analysis we assume that the num-
ber of DSBs remains constant and equal to 100, which is considered as severe DNA damage.
Bifurcation analysis allows us to determine the recurrent solutions (i.e., steady states and limit
cycles) that delineate time-dependent responses to DNA damage. Since the two positive feed-
back loops are controlled by phosphatases Wip1 and PTEN, expression levels of which are var-
ied substantially among cancer cells, we choose Wip1 and PTEN synthesis rates as bifurcation
parameters. Additionally, PTEN has slow dynamics with respect to the other components and
its gradual accumulation after DNA damage controls the behavior of the whole system. As a
result, the system behavior can be predicted by bifurcation analysis in which PTEN is a bifurca-
tion parameter.

In Fig 4 we show the two-dimensional bifurcation diagram in the (s1, s2)-plane, where s1
and s2 are Wip1 and PTEN synthesis rates, respectively. As shown, the system involves three
types of bifurcations: Hopf, saddle-node, and Neimark—Sacker. In the 2-D diagram, Neimark-
—Sacker bifurcations line arises at one zero—Hopf point (s1, s2)� (0.1, 0.012) and vanishes at
another zero—Hopf point (s1, s2)� (0.3, 0.053). Between these points the Hopf bifurcations
are supercritical, while outside them they are subcritical. The supercritical Hopfs line lies
between the saddle—node line and the Neimark—Sacker bifurcations line. The saddle—node
lines arise in a cusp point (s1, s2)� (0.02, 0.001). The bifurcation lines divide the (s1, s2)-plane
into subregions in which the system exhibits different behaviors. In short, the system is oscil-
latory in the parameter subdomain to the right of the Hopf bifurcations line, i.e., oscillations
can arise due either increase of Wip1 synthesis or decrease of PTEN synthesis. The bistability
(understood here as either the coexistence of two stable steady states or coexistence of one sta-
ble steady state and one stable limit cycle) can arise between two saddle—node lines.

The bifurcation lines divide the (s1, s2)-plane into seven subdomains characterized by differ-
ent recurrent solutions:

D1: monostability (one stable steady state),
D2: oscillatory (stable limit cycle and one unstable steady state),
D3: typical bistability (two stable steady states and one unstable steady state),
D4: typical bistability (two stable steady states and one unstable steady state),
D5: atypical bistability (the stable limit cycle coexists with one stable steady state and two

unstable steady states),
D6: monostability (one stable steady state, two unstable steady states and one unstable limit

cycle),
D7 (the tiny region between supercritical Hopf line and upper saddle—node line): mono-

stability (one stable steady state and two unstable steady states).
We chose (s1, s2) = (0.1, 0.03) as nominal model values for the Wip1 and PTEN mRNA syn-

thesis rates. According to Fig 4, (s1, s2) = (0.1, 0.03) lies in domain D1, in which the system with

Cell Fate Decisions in the p53 System

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004787 February 29, 2016 8 / 28



persistent DNA damage has only one solution, the stable steady state. As we will see, this state
is characterized by the level of p53KILLER high enough to trigger apoptosis.

In Fig 5 we show bifurcation diagrams of p53KILLER as a function of the PTEN synthesis
rate, s2. We consider two values of s1, s1 = 0.2 and s1 = 0.4. The character of the bifurcation dia-
gram for s1 = 0.2 is qualitatively similar to that for nominal s1 = 0.1, however it is visually
clearer since the distance between Neimark—Sacker, Hopf, and saddle—node bifurcations
is larger. For s1 = 0.4 (Fig 5B) the bifurcation diagram is qualitatively different from that for
s1 = 0.1 and s1 = 0.2 (Fig 5A).

As shown in Fig 4, with s2 increasing (for fixed s1 = 0.2) the system proceeds sequentially
through five subdomains in the (s1, s2)-plane: D2, D5, D6, D7, and D1. Fig 5A visualizes details
of recurrent solutions along this line. In the description below we focus on stable steady states
and limit cycles because these solutions shape time-dependent responses. For s2 < sSN1, i.e., in
subdomain D2, the system has a single stable limit cycle. This solution is characterized by oscil-
lations of the levels of p53KILLER and p53ARRESTER. Amplitude of p53ARRESTER oscillations is

Fig 4. Two-dimensional bifurcation diagram showing various types of bifurcation lines and points in
the (Wip1 synthesis rate, PTEN synthesis rate)-plane. The black dot indicates nominal values of
parameters s1 and s2. The bifurcation lines divide the parameter domain into seven subdomains D1,. . .,D7.
The recurrent solutions in each of these domains are given in main text. Bifurcation diagrams in Fig 5A and
5B show the recurrent solutions obtained for s1 = 0.2 and s1 = 0.4, as indicated by black arrows, and varied
s2.

doi:10.1371/journal.pcbi.1004787.g004
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high enough to suppress the cell cycle, but the level of p53KILLER remains below the apoptotic
threshold.

At s2 = sSN1 the first saddle—node bifurcation arises, and for s2 2 (sSN1; sN−S), i.e., in D5 sub-
domain, the system exhibits atypical bistability in which the stable limit cycle coexists with the
stable steady state. This steady state is characterized by the p53KILLER level high enough to trig-
ger apoptosis. Therefore, in this parameter range the apoptotic state and cell cycle arrest state
coexist. At s2 = sN−S the subcritical Neimark—Sacker bifurcation arises, in which the stable
limit cycle loses its stability merging with an unstable invariant torus, and for s2 > sN−S the
only stable recurrent solution is the stable steady state associated with apoptosis. Therefore, as
parameter s2 increases (which is associated with the increase of the PTEN level), the cell with
damaged DNA at s2 = sN−S switches abruptly to apoptosis.

This biologically plausible behavior, allowing for unambiguous cell fate decisions, is associ-
ated with the specific bifurcation structure involving the subcritical Neimark—Sacker bifurca-
tion. Then the cycle vanishes at s2 ¼ sHsuper

in the supercritical Hopf bifurcation (see the Fig 5A

insert). Subsequently, two remaining unstable steady states (one with 3 eigenvalues of positive
real parts), and the other (with 2 eigenvalues of positive real parts) “annihilate” in s2 = sSN2. Let
us notice that unstable steady states in the analyzed diagram have at most 3 eigenvalues with
positive real parts and the unstable cycle has 2 Floquet multipliers of moduli larger than 1. This
implies that despite the system has complex structure which involves numerous feedback
loops, its dynamics is essentially 3-dimensional, meaning that locally there exists a 3-dimen-
sional attracting manifold.

A qualitatively different is the bifurcation diagram depicting the recurrent solutions along
line s1 = 0.4 with increasing s2 (Fig 5B), i.e., when the system proceeds sequentially through
D2, D5, D4, and D1 subdomains (shown in Fig 4). Similarly to the previous case for s2 < sSN1,
the system has the stable limit cycle (cell cycle arrest state). Then, at s2 = sSN1, the first saddle—

Fig 5. Bifurcation diagram of p53KILLER vs. PTENmRNA synthesis rate (s2). (A) Wip1 synthesis rate s1 = 0.2, (B) s1 = 0.4. The stable and unstable
steady states are indicated by solid and dashed lines, respectively. Ranges of stable and unstable limit cycles are indicated by dark and light blue lines,
respectively; dots and open circles are the maxima and minima of the stable and unstable limit cycles, respectively. Green vertical line in (A) shows
Neimark—Sacker bifurcation (N—S). Red dots mark saddle-node bifurcations (SN1, SN2), orange dots mark supercritical Hopf (Hsuper) and subcritical Hopf
(Hsub) bifurcations. The numbers in format n+ adjacent to the steady state lines denote the number of eigenvalues with the positive real parts. Notice the
logarithmic scale on vertical axes.

doi:10.1371/journal.pcbi.1004787.g005
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node bifurcation arises, and for s2 � ðsSN1; sHsub
Þ the stable limit cycle coexists with the stable

steady state (apoptotic state). However, in contrast to bifurcation diagram shown in Fig 5A, the
stable limit cycle does not lose its stability, but it is replaced by a steady state at s2 ¼ sHsub

through the subcritical Hopf bifurcation. In this steady state, p53KILLER does not exceed the
apoptotic threshold. This steady state annihilates with an unstable steady state at s2 = sSN2 in
the second saddle—node bifurcation. As in the previous case, for s2> sSN2 the system has a sin-
gle recurrent solution, the stable steady state associated with apoptosis.

We think that the bifurcation structure in Fig 5A reflects the experimental observations bet-
ter than that of Fig 5B, suggesting that upon DNA damage the level of p53 either oscillates at a
relatively low amplitude, or builds up to the high level in which apoptosis is triggered. There-
fore, for further analysis we assume s1 = 0.1, resulting in a bifurcation diagram as in Fig 5A.
The bifurcation diagrams corresponding to s1 = 0.1 (or qualitatively equivalent s1 = 0.2) calcu-
lated with respect to Wip1, PI3K, and the number of DSBs are shown in S3 Fig. Qualitatively,
diagrams with respect to Wip1 and PI3K are mirror images of the bifurcation diagram with
respect to PTEN (Fig 5A), confirming the antagonistic action of Wip1 and PTEN. The antago-
nism of PI3K and PTEN is straightforward because PI3K phosphorylates PIP2 to PIP3, while
PTEN dephosphorylated PIP3 to PIP2. The bifurcation diagram with respect to DNA damage
(assumed, for this diagram, to be persistent) is similar to the bifurcation diagram with respect
to PTEN, but the limit cycle oscillations start at a non-zero value of the bifurcation parameter.

Time-dependent dynamics
In this section we analyze time-dependent dynamics in response to DNA damage. First, we
consider the case in which DNA repair is suppressed; then, we consider the nominal model in
which DNA repair mechanism is active; finally, we analyze how cell fate depends on the expres-
sion levels of Wip1 and PTEN.

Dynamics of the system with suppressed DNA repair. In Fig 6 we analyze the system
responses to the stimulation dose of 2 Gy, for nominal Wip1 and PTEN mRNA synthesis rates,
i.e., s1 = 0.1, s2 = 0.03 (Fig 6A), as well as modified rates (Fig 6B and 6C). According to the
bifurcation diagram (Fig 4) for the nominal parameters values, upon persistent DNA damage
the system possesses the unique stable steady state. This state is reached after transient oscilla-
tions of p53ARRESTER and p53KILLER levels. Such response can be expected based on the bifurca-
tion diagram shown in Fig 5A, indicating that the system generates oscillations for a
sufficiently small PTEN synthesis rate, s2; here, the PTEN rate is larger but due to the slow
accumulation of PTEN the system initially exhibits oscillations. Shortly after DNA is damaged,
in the oscillatory phase, the level of p53ARRESTER exceeds the cell cycle arrest threshold (see
bifurcation point SN1 in Fig 2) leading to a rapid decrease of the free CycE level and suppres-
sion of the cell cycle. During this phase the p53ARRESTER level remains below the apoptotic
threshold (see the saddle—node bifurcations line in Fig 3B). After two oscillations the p53 killer
grows to the high level, the apoptotic bifurcation line is surpassed and at about 25th hour since
the DNA damage the cell is directed to apoptosis, a state characterized in the model by a high
level of active caspases. Formally, within the model even in the apoptotic state the trajectory
can still be calculated, but obviously initiation of apoptosis limits the validity of the model, and
therefore after the apoptosis is initiated trajectories are drawn using faded lines.

In Fig 6B we analyze the response of the perturbed system in which PTEN synthesis rate, s2,
is equal 0.005, i.e., is 6-fold lower than the nominal value, while Wip1 synthesis rate is at its
nominal value (s1 = 0.1). For these parameters, as shown in the two-dimensional bifurcation
diagram in Fig 4, the system possesses a unique stable recurrent solution, the limit cycle.
Accordingly, as we see in Fig 6B, p53ARRESTER and p53KILLER exhibit sustained oscillations of
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period of about 6 hours. In these oscillations the level of p53ARRESTER is high enough to sup-
press the cell cycle, while the amplitude of p53KILLER oscillations does not exceed the apoptotic
threshold. The observed behavior is similar to that exhibited by MCF-7 cells in the experiment
of Geva-Zatorski et al. [73], in which irradiated cells showed quasiperiodic oscillation for 72
hours after irradiation. In these cells, the PTEN promoter is methylated and PTEN expression
is not regulated by p53, and remains at a very low level.

In Fig 6C we analyze the response of the system with PTEN synthesis rate s2 = 0.005 and no
Wip1 synthesis (s1 = 0). According to the two-dimensional bifurcation diagram in Fig 4 the
system has the unique stable steady state. As shown in Fig 6C the level of p53KILLER switches to
the high level triggering apoptosis. In contrast to the case of nominal parameter values, the
oscillatory phase is absent and the apoptosis is initiated considerably faster, about 15 h after
DNA damage. The direct passage to the apoptotic state can be also deduced from Fig 4 showing
that oscillations are not possible for s1 = 0, regardless of s2.

Responses of the intact system—dependence on the irradiation dose. In Fig 7 we con-
sider the model with nominal parameters and analyze the responses to two irradiation doses of
2 Gy and 10 Gy. As demonstrated in Fig 6A, in cells with suppressed DNA repair, the 2 Gy
dose leads to apoptosis in about 25 hours since DNA damage. Here, the process is more com-
plex as the repair of DNAmay rescue cells from apoptosis. In this case the cell fate depends on
the irradiation dose, and is decided through the competition between two processes: DNA
repair and accumulation of PTEN which controls positive feedback-regulating levels of active
Akt and p53KILLER. As shown in Fig 7A, small DNA damage resulting from 2-Gy irradiation
can be almost fully repaired in about 20 hours, thus the apoptosis is not initiated. In contrast,
the repair of extensive damage resulting from 10-Gy irradiation can be not accomplished suffi-
ciently fast and the cell undergoes apoptosis. The time delay associated with PTEN accumula-
tion serves as a clock, giving about 24 hours for DNA repair, and then directing cells with
unrepaired DNA to apoptosis.

In Fig 7A we show trajectories of key model components after 2-Gy irradiation. DNA dam-
age leads to a rapid ATM phosphorylation and activation. Activated ATM phosphorylates p53
at Ser15 and Ser20 to the p53ARRESTER form, which accumulates and induces synthesis of p53
inhibitor, Mdm2, and phosphatase Wip1 which dephosphorylates ATM. These two negative

Fig 6. Deterministic simulation trajectories of the systemwith the suppressed DNA repair and either nominal or perturbedmRNA synthesis
rates in response to 2-Gy irradiation. (A) Nominal Wip1 and PTENmRNA synthesis rates (s1 = 0.1, s2 = 0.03). (B) Decreased PTENmRNA synthesis rate
(s2 = 0.005). (C) Decreased PTENmRNA synthesis rate (s2 = 0.005) and zero Wip1 synthesis rate (s1 = 0). The simulation started at Time = 0 h from the
steady state corresponding to the resting (unstimulated) cell. At Time = 10 h the irradiation phase started and lasted for 10 min. The faded line visualizes the
trajectory after the initiation of apoptosis, and thus must be interpreted with caution.

doi:10.1371/journal.pcbi.1004787.g006
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feedback loops (mediated by Mdm2 and Wip1) lead to oscillations of the level of p53ARRESTER
and levels of p53ARRESTER-regulated proteins, including p21. Increased level of p21 leads to the
inhibition of CycE and transient cell cycle arrest, during which DNA can be repaired.

p53ARRESTER can be subsequently phosphorylated at Ser46 to the p53KILLER form by HIPK2
(a kinase which accumulates in response to DNA damage; see detailed scheme of the model in
S1 Fig). This process is opposed by Wip1 which converts p53KILLER back to the p53ARRESTER
form. As a result, the level of p53KILLER oscillates not surpassing the apoptotic threshold. After,
about 20 h, when DNA repair is accomplished, ATM is deactivated and oscillations of
p53KILLER and p53ARRESTER are terminated. Subsequently, the level of p21 drops below the
threshold (bifurcation point SN2, Fig 2B), CycE returns to its initial level, and cell cycle pro-
gression is resumed.

In the case of extensive DNA damage caused by 10-Gy irradiation (Fig 7B) DNA repair
requires more time. Although initial regulatory events are similar to those at 2-Gy irradiation,
prolonged p53KILLER activity induces accumulation of PTEN to a higher level, such that PTEN-
mediated positive feedback loop terminates oscillations by sequestering Mdm2 in the cyto-
plasm, which separates it from its substrate, nuclear p53. Namely, accumulation of PTEN leads
to dephosphorylation of Akt (see S1 Fig for details) and subsequent dephosphorylation of
Mdm2 at Ser166 and Ser186, which blocks its nuclear entry and physically separates it from its
target, p53. Of note, the positive feedback loop mediated by Wip1 (which stabilizes
p53ARRESTER) and the one mediated by PTEN (which stabilizes p53KILLER) act antagonistically.

Fig 7. Deterministic simulation trajectories of the intact system in response to 2-Gy and 10-Gy irradiation. (A) 2-Gy irradiation is insufficient to trigger
apoptosis and after several oscillations system recovers to the survival steady state. (B) 10-Gy irradiation is sufficient to trigger apoptosis: after two
oscillations p53KILLER stabilizes at a high level triggering apoptosis.

doi:10.1371/journal.pcbi.1004787.g007
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In the case of extensive DNA damage, the slow PTEN-mediated positive feedback can ulti-
mately take over, causing the surge of the level of p53KILLER which ultimately surpasses the apo-
ptosis-inducing threshold. Importantly, since early hours after DNA damage till (and
throughout) apoptosis, the cell cycle remains suspended, preventing proliferation of cells
which have lost their genomic integrity.

In summary, small DNA damage leads to a temporal cell cycle arrest during which DNA is
repaired, while extensive DNA damage leads to the cell cycle arrest followed by apoptosis. Reg-
ulation of the core p53 module (see the bifurcation diagram in Fig 5) is such that in the oscil-
latory phase the level of p53ARRESTER is high enough to suppress cell cycle but the level of
p53KILLER does not exceed the apoptotic threshold. Only in the “high” steady state levels of
phosphorylated Akt and p53KILLER exceed the apoptotic threshold. This type of regulation
assures that the cell fate decision is unanimous.

Impact of Wip1 and PTEN expression levels on the sensitivity to irradiation. As shown
in the previous subsection, in response to irradiation the cell can either undergo apoptosis or
repair its DNA and survive. Cell fate decision depends on the irradiation dose as well as expres-
sion levels of regulatory proteins in the p53 pathway. Here, we analyze howWip1 and PTEN
mRNA synthesis rates s1 and s2, and the level of active PI3K influence the critical irradiation
dose. Level of active PI3K depends on the total level of PI3K which is cell line-dependent and
can increase in response to various stimuli including growth factors. Gene copy amplification
and overexpression of PI3K have been found in several types of cancer, including gastric
(SNU1), prostate (LNCaP), head and neck squamous cell carcinoma (HNSCC), ovarian
(OVCAR4) and breast (MCF-12A, MB157) [63,64,66–68]. Wip1 and PTEN mRNA synthesis
rates are also cell line-specific. In the lung (NCI-H522), breast (MCF-7, BT474, KPL-1,
MDA-MB361), prostate (DU-145), colon (HCT15) and ovarian (OVCAR4) cancers, and in
melanoma (UACC-257) and lymphoma (MOLT4), Wip1 expression is frequently elevated due
to gene copy amplification (32); PTEN expression is decreased due to gene loss in colon
(HCT116) and lung (NCI-H1299) cancers [87,88] or due to methylation of PTEN promoter in
breast (MCF-7, BT-549) and non-small cell lung (A549) cancers [87,89].

For nominal values of Wip1 and PTEN mRNA synthesis rates s1 and s2 assumed in the
model and a nominal value of active PI3K the critical irradiation dose turns out to be 4.05 Gy.
In Fig 8 we show the apoptotic and survival regions in the (s1, s2) parameter plane for four irra-
diation doses: 1 Gy, 2 Gy, 5 Gy, 10 Gy, as well as the persistent (irreparable) DNA damage
(equal 100 DSBs). We consider three levels of active PI3K: nominal, twofold decreased, and
twofold increased. For each level of active PI3K the apoptotic region (above separatrix)
increases and the survival region (below separatrix) shrinks with the irradiation dose. Interest-
ingly, even for irreparable DNA damage cells can survive provided that the ratio s2/s1 (PTEN
to Wip1) is sufficiently low, as in the case analyzed in Fig 6B. The critical irradiation dose
increases with increasing Wip1 and decreases with increasing PTEN. The ratio s2/s1 (PTEN to
Wip1 mRNA synthesis rate) is roughly constant on each of survival/apoptosis separatrices
(and increases with the irradiation dose) conforming the antagonistic relationship between
Wip1 and PTEN.

One may notice that the ratio s2/s1 for each of the separatrices increases with the PI3K level
(compare Fig 8A, 8B and 8C). This is, for a given Wip1 mRNA synthesis rate an increase of
PTEN synthesis rate can be compensated by an increase of active PI3K. This relationship fol-
lows from the fact that PTEN and PI3K has directly opposing roles in the pathway.

Overall, our analysis indicates that cellular proclivity for irradiation-induced apoptosis
increases with PTEN to Wip1 expression ratio, and decreases with the level of active PI3K.
This confirms the pro-survival role of Wip1 and PI3K, and the pro-apoptotic role of PTEN.
Since cancer cell lines have diverse expression levels of Wip1, PTEN and PI3K, they are
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expected to exhibit divergent responses to irradiation; therefore, different cancers may have
widely varying sensitivity to radiotherapy. In particular, the performed analysis explains high
survival rates of irradiated MCF-7 cells for which the expression of Wip1 is significantly
increased while PTEN expression is reduced. This cell line (studied by Geva-Zatorski et al.
[73]) respond to high irradiation dose by long-lasting oscillations, showing that even the persis-
tent DNA damage does not induce apoptosis.

The role of stochasticity
In order to analyze the cell-to-cell variability we performed stochastic simulations according to
the Gillespie algorithm [90] implemented in BIONETGEN [91]. In Fig 9 we compare trajectories
obtained in single-cell stochastic simulations with the deterministic trajectory as well as the
population trajectory, i.e., trajectory obtained by averaging over 1000 single-cell stochastic tra-
jectories. In the figure we show trajectories of p53ARRESTER and p53KILLER in response to three
irradiation doses: small of 2 Gy, intermediate of 4 Gy (which is just below the critical dose for
the deterministic approximation) and large of 8 Gy. As one can observe, the stochastic trajecto-
ries follow closely the deterministic trajectory for the low and high doses, and in these two
cases the population trajectory almost matches the deterministic one. This is in contrast to the
intermediate dose of 4 Gy, for which the deterministic trajectory after a few oscillations (during
which DNA is repaired) returns to the initial state characterized by low levels of p53ARRESTER
and p53KILLER, while the stochastic trajectories separate into two groups corresponding to the
apoptotic cells (of high p53 levels) and surviving cells (of low p53 levels). As a result, for 4 Gy
the deterministic trajectory is much different from the population-averaged trajectory. Such
discrepancy between deterministic and stochastic solutions has been demonstrated earlier for
various, even very simple, nonlinear or multistable systems [92–97]. It is especially pronounced
in the cases of bistable (or multistable) systems when the deterministic trajectory converges to
one of steady states, while the stochastic trajectories split into two (or more) groups. In this
case the population average (observed in population experiments by Western blotting or PCR)
does not correspond to any single-cell trajectory.

The fraction of apoptotic cells increases with the irradiation dose (see Fig 10, where 5000
single-cell stochastic simulations were performed for each of 14 different doses from the 0–8
Gy range). For the critical (deterministic) dose equal 4.05 Gy, the fraction of apoptotic cells
was found to be close to 50%. The fraction of apoptotic cells increases from about 10% to about

Fig 8. Critical irradiation doses as a function of Wip1 (s1) and PTEN (s2) mRNA synthesis rates. (A) Active PI3K level is decreased 2-fold from the
nominal value. (B) The nominal value of active PI3K. (C) Active PI3K level is twice the nominal value. Color lines show the critical irradiation doses in the
(s1, s2)-parameter space. Dashed line corresponds to the persistent (irreparable) DNA damage equal 100 DSBs. For each dose, the line separates the
apoptotic region (above the line) and the survival region (below the line) in the (s1, s2)-parameter space. The black dot in (B) corresponds to nominal values of
Wip1 and PTENmRNA synthesis rates.

doi:10.1371/journal.pcbi.1004787.g008
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90% as the irradiation dose increases from 2.5 Gy to 6 Gy. In order to determine how gene
switching noise contributes to the heterogeneity in cell fate decisions we performed simulations
in a model variant in which gene activity was assumed to be a deterministic function of the
level of p53 (in a gene-specific phosphoform). As expected, after removing one source of sto-
chasticity the individual cell responses has become less heterogeneous (see also S4 Fig), which
is manifested by the steeper sigmoid of the fraction of apoptotic cells (violet vs. pink line). Sur-
prisingly, the difference between these two cases is not very large, which indicates that tran-
scriptional and translational noises significantly contribute to the overall stochasticity.

Fig 9. Stochastic vs. deterministic simulation trajectories in the response to low (2 Gy), intermediate
(4 Gy) and high (8 Gy) irradiation doses. Single-cell stochastic trajectories—thin color lines; average over
1000 stochastic trajectories—bold black line; deterministic approximation—bold red line.

doi:10.1371/journal.pcbi.1004787.g009

Fig 10. Fraction of apoptotic cells as a function of irradiation dose for two types of stochastic
simulations. For each of analyzed doses the fraction and corresponding error was calculated based on 5000
stochastic single-cell simulations. The state of the cell was checked at 72. hour after irradiation which, as
shown in Fig 11, is sufficient for unanimous cell fate decision.

doi:10.1371/journal.pcbi.1004787.g010
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As showed above for the intermediate doses, the cell population splits into apoptotic and
surviving subpopulations. In Fig 11 we analyze how the cell fate decision after 4-Gy irradiation
is reached in time. In Fig 11A we show trajectories of PTEN, which is a key protein mediating
slow positive feedback loop and thus its level was found to be a good predictor of the ultimate
cell fate decision. As shown, the trajectories of surviving cells (blue) are almost fully separated
from trajectories of apoptotic cells (red) after about 36 hours. The separation between apopto-
tic and surviving trajectories progresses in time, as shown in Fig 11B where temporal evolution
of the Kolmogorov—Smirnov statistic between 6 distributions of different variables character-
izing apoptotic and surviving cells is calculated. This figure confirms that the cell fate decision
is reached after about 36 hours, as for this time Kolmogorov—Smirnov statistics (for all vari-
ables) reaches 1, which indicates that distributions corresponding to apoptotic and surviving
cells fully separate. The number of DSBs that arise during the irradiation phase (which, due to
the stochasticity, can be different for cells irradiated with the same dose) is the fastest predictor.
PTEN and Aktu (levels of which can be different prior to the irradiation due to stochastic fluc-
tuations in resting cells) are also fast predictors and, moreover, the Kolmogorov—Smirnov sta-
tistics corresponding to their distributions grow monotonically. This is in contrast to
p53KILLER, p53ARRESTER, and Wip1 levels, which exhibit pronounced oscillations after irradia-
tion, and for which the Kolmogorov—Smirnov statistics reach 1 non-monotonously.

Fig 11. Analysis of the cell fate decision-making process. (A) PTEN levels in subpopulations of surviving
(blue) and apoptotic (red) cells after 4-Gy irradiation. 10 000 cells are simulated in total. (B) Kolmogorov—
Smirnov statistics between distributions of six variables which characterize surviving and apoptotic cells.

doi:10.1371/journal.pcbi.1004787.g011
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Discussion
p53 is thoroughly studied as a pivotal signaling node that integrates and transforms diverse
stress signals into downstream responses including cell cycle arrest and apoptosis to limit pro-
liferation of cells with the damaged genetic material. Based on the experimental knowledge
about feedbacks and interactions within the p53 network, we proposed a modular model of
p53 signaling pathway, in which the dynamics of the core p53 module controls downstream
modules that govern cell cycle arrest and apoptosis. The model has the purposeful bifurcation
structure that delineates plausible temporal responses and allows for, we think, the most unam-
biguous cell death, cycle arrest, or survival decisions.

The stochastic, yet unambiguous, processing of analog irradiation signals to reach a digital
cell fate outcome is assured by the bistability of cell cycle arrest and apoptotic modules, but pri-
marily by a specific-type bistability of the core p53 module. As demonstrated by the two-
parameter bifurcation analysis of the core module, in a relatively broad range of parameters the
limit cycle oscillations (of p53ARRESTER and p53KILLER levels) coexist with the stable steady
state in which the p53KILLER level is very high, while the level of phosphorylated Akt is very
low. The limit cycle oscillations of p53ARRESTER induce cell cycle arrest, while the high
p53KILLER level and low level of phosphorylated Akt induce apoptosis. The key difference
between dynamics of the cycle arrest module and the apoptotic module is that the former is
based on reversible bistability and involves one input signal, p53ARRESTER, which suppresses
cell cycle when above the threshold and releases the cell cycle arrest when below the lower
threshold. In turn, apoptosis induction requires two signals (increase of p53KILLER and decrease
of phosphorylated Akt) simultaneously, and is an irreversible process.

The bifurcation structure delineates temporal responses to DNA damage. Small DNA dam-
age results in temporal cell cycle arrest, followed by DNA repair and return to the resting cell
state, while high DNA damage results in the cell cycle arrest and subsequent apoptosis (without
returning to cell cycle). The direct jump between limit cycle oscillations and the stable steady
state is enabled by the presence of a subcritical Neimark—Sacker bifurcation in which the limit
cycle loses its stability merging with an unstable invariant torus. Interestingly, this type of
bifurcation, rarely analyzed in the context of molecular regulatory networks, can exist in at
least three-dimensional systems. Although the core module is 18-dimensional, the stability
analysis of the steady state showed that at most three eigenvalues have positive real parts which
implies that locally the system could be reduced to a three-dimensional one. It remains an
open question whether such reduction is possible globally.

We propose that in the process of cell fate decision-making the p53 system can exhibit the
most robust transitions when the only stable recurrent solutions are a stable limit cycle and a
stable steady state (out of this limit cycle), provided there exists a parameter region for which
these recurrent solutions coexist. Such structure allows cells to switch to the cell cycle arrest
(associated in the model with limit-cycle oscillations of the levels of p53 phosphoforms) and
then to direct transition to either apoptosis or recovery. Interestingly, there exists an even sim-
pler bifurcation structure, shown in S5 Fig, that allows for such transitions. In this hypothetical
case, as the bifurcation parameter s2 increases the limit cycle simply vanishes in the saddle—
loop bifurcation. The most pronounced dynamical difference between the modeled and the
hypothetical scenario is that the period of oscillations diverges to infinity as the bifurcation
parameter approaches the saddle—loop bifurcation point. This would imply that in a heteroge-
neous cellular population some cells would exhibit much longer oscillation periods, which is
not observed in experiments [73]. As discussed by us earlier [76], we thus expect that oscilla-
tions in the p53 system (as well as in the NF-κB system) do not arise or vanish through a
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saddle—loop bifurcation or a saddle—node on invariant cycle bifurcation (also called SNIPER)
in which limit cycle arises from orbit homoclinic to the saddle.

Biochemical signal processing depends on the topology and time scales of feedback loops.
Regulatory networks with negative feedback(s) can produce oscillatory or pulsed responses to
tonic stimuli, and allow for adaptation to the change in the level of stimulation. The existence
of positive feedbacks, in turn, can give rise to bistability [98] (or multistability [99]) that can be
harnessed for cell fate decisions. Combinations of positive and negative feedbacks allow for
more complex behaviors. At least three qualitatively different type of responses leading to dis-
tinct regulatory outcomes are possible. (1) In the case when a positive feedback loop acts on a
short time scale and is embedded in a longer negative feedback loop, the system can switch
periodically between two predefined states (e.g., the autophagy/translation switch [100]). (2) In
the case when a positive feedback loops encompasses the negative one, the system can exhibit
autonomous oscillations (e.g., oscillations in the TNF—NF-κB autocrine system [101]). (3) In
the case when a slow positive feedback loop can turn off a negative feedback, the system can
exhibit biphasic responses in which after an oscillatory phase it either returns to the initial state
(more likely when the signal is short-lasting) or it switches to another steady state (more likely
when the signal is persistent or lasts sufficiently long [102]). The last case (which is a simplifi-
cation of the p53 regulatory core organization discussed in this study) seems to be a good can-
didate for the unbiased and proportionate process of cell fate decisions. The oscillatory phase
provides a time interval to collect and integrate various signals, and estimate the severity of
stress, before a (potentially irreversible) switch to another committed state is done.

Stochastic simulations of the model allowed to analyze how the death-or-life decision is
achieved in time, and what are the best or earliest indicators of apoptosis. By calculating time-
dependent Kolmogorov—Smirnov statistic between distributions of protein levels correspond-
ing to two populations of cells with apoptotic and surviving fates, we found that the clear sepa-
ration between these two populations is reached at about 30 hours after irradiation. PTEN, the
p53-induced phosphatase that mediates slow positive feedback loop, was found to be the most
robust and fast apoptosis predictor. Interestingly, the Kolmogorov—Smirnov statistics for
Wip1, p53ARRESTER and p53KILLER are non-monotonous in time, what possibly follows from
the pronounced oscillations of these components and indicates that at some time-points of the
response the elevated or decreased levels of pro- or anti-apoptotic proteins may not correlate
with the ultimate cell fate decision.

Most of experimental data were gathered for cancer (or immortalized) cell lines, which
became cancerous as a result of malfunctions in the p53 network. Much less is known about
regulation of normal, i.e., non-cancer, non-immortalized cells. Nevertheless, we expect that the
plausible responses of normal cells should consist of the cell cycle suppression phase (which
can be associated with p53 oscillations), followed by either apoptosis or recovery, depending
on the extent of the DNA damage. Accordingly, in contrast to the majority of previous studies
focused on modeling of cancer cell lines, we aimed at constructing the model that reflects
behavior of normal cells after γ irradiation. Within this model, the responses of different cancer
cell lines can be analyzed by adjusting the appropriate parameters such as mRNA synthesis
rates or steady-state levels of proteins that are assumed to be not regulated in the model. In this
way one can simulate cancer cell lines that are known to have elevated expression of Wip1 such
as MCF-7, BT474 (breast cancers), OVCAR4 (ovarian cancer), MOLT4 (lymphoma), U2OS
(osteosarcoma) [50–52,54,103], lines of decreased PTEN expression such as MCF-7 (breast
cancer), H1299, H322, Calu1 (lung cancers) [58–60], or with amplification of PI3K gene, such
as MKN1, SNU1 (gastric cancers), OVCAR4, A2780 (ovarian cancers) [63–70].

The life-or-death decision is reached in the interplay of two antagonistic phosphatases Wip1
and PTEN. Our analysis shows that sensitivity to apoptosis increases with PTEN expression
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and decreases with Wip1 or PI3K expression, which confirms the pro-survival functions of
Wip1 and PI3K, and pro-apoptotic functions of PTEN. The other key regulatory pro-apoptotic
protein present in network is kinase HIPK2 that converts p53ARRESTER to the p53KILLER phos-
phoform [104]. The model shows that undamped oscillations of p53ARRESTER and p53KILLER
levels observed in MCF-7 cells can result from the low expression of PTEN. Analogously, our
analysis indicates that cell lines with Wip1 overexpression (resulting from, e.g., gene amplifica-
tion) can exhibit persistent oscillations and resistance to apoptosis. Strong dependence of the
critical irradiation dose on PTEN, Wip1, and PI3K expression may suggest that pretreatment of
cancer cells (with intact p53) with drugs that act temporally to elevate the expression of PTEN
or to repress the expression of Wip1 or PI3K can enhance the effectiveness of radiotherapy.

Very recently, Puszyński et al. [105] have modified his earlier model [80] to study the
responses of the p53 network to nutlins, promising antitumor chemical agents which bind to a
p53-binding pocket of Mdm2 and thus hinder Mdm2 from ubiquitinating p53. Puszyński et al.
demonstrated in silico that dose-splitting can be ineffective at low doses but effective at high
doses, which can be attributed to nonlinear behavior of the regulatory system, manifested by
the fact that a certain p53 threshold has to be exceeded to induce apoptosis. We propose that
the current model can be used to study combination therapies involving agents which reduce
the expression or inhibit the activity of Wip1, Mdm2, PI3K, together with ionizing radiation.
In Fig 12 we survey over agents known to inhibit the selected nodes of the p53 pathway as well
as DNA-damaging compounds that can be used in place of irradiation [106,107]. The proposed
model provides the opportunity to investigate responses of particular cancer types, for which
the anomalies in expression of p53 inhibitors are characterized. The aim is to propose a treat-
ment that would reduce the levels or activity of Wip1, Mdm2, PI3K in cancer cells to make
them more sensitive to radiotherapy, and to devise optimal drug and irradiation protocols that
would leverage the impact of inhibitors by synchronizing their administration with the induced
DNA damage.

The regulatory proteins Wip1, PTEN, PI3K, and HIPK2 present in the model are them-
selves important nodes of a larger regulatory network thus their levels and activity can be mod-
ulated by numerous other proteins or stimuli. For example, Wip1 expression is upregulated by
not only p53 but also c-Jun, nuclear factor κB (NF-κB), cyclic adenosine monophosphate
response element-binding protein (CREB), E2F transcription factor 1 (E2F1), Estrogen Recep-
tor-alpha (ERα) [108–112]. PTEN expression is upregulated by early growth-response protein
1 (EGR1), or downregulated by Proto-Oncogene Polycomb Ring Finger (BMI1), NF-κB, c-Jun,
Snail Family Zinc Finger 1 (SNAI1), oncogenic factor inhibitor of DNA binding 1 (ID1), eco-
tropic virus integration site 1 protein (EVI1) [113–116]. Neurogenic locus notch homolog pro-
tein 1 (NOTCH1) can either upregulate PTEN through CBF1 (C-repeat binding factor 1) or
downregulate it through V-Myc Avian Myelocytomatosis Viral Oncogene Homolog (Myc)
[115]. PI3K is activated by various growth and survival factors, including fibroblast growth fac-
tor (FGF), vascular endothelial cell growth factor (VEGF), human growth factor (HGF), angio-
poietin I (Ang1), insulin, receptor tyrosine kinases (RTKs), G-protein-coupled receptors
(GPCRs) [40,117]. These and other existing connections allow to expand the in silico drug
impact analysis onto a larger network, and dissect possible dynamical consequences of inhibi-
tion of proteins more distant from p53 in the network.

Materials and Methods

Stochastic and deterministic model representations
The ordinary differential equations were integrated numerically in MATLAB. Stochastic simula-
tions were performed using the Gillespie algorithm implemented in BIONETGEN. Bifurcation
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diagrams were obtained with MATCONT. The MATLAB code (full model, core module, cell cycle
arrest module, apoptotic module), BIONETGEN code (full model) and MATLAB/MATCONT files
(core module, cell cycle arrest module, apoptotic module) are provided as S1, S2 and S3 Codes.

Stochastic simulations
To account for initial heterogeneity in protein levels in cell population the 10-min long irradia-
tion phase was preceded by a 100-hour long simulation of resting cells, except for S4 Fig, where
the resting phase lasted for 300 hours. Average protein levels in Fig 9 were obtained by averag-
ing over 1000 independent stochastic simulations; the fraction of apoptotic cells with respect to
the dose was determined based on 5000 stochastic simulations; the (time-dependent) two-sam-
ple Kolmogorov—Smirnov statistic between apoptotic and surviving cell subpopulations was
calculated based on 10 000 stochastic simulations, Fig 11.

The stratification into surviving and apoptotic cells was based on the level of active caspases
at 72. hour after the irradiation phase; cells with the level of active caspases higher (lower) than
the threshold defined as the value of active caspases at the saddle-node bifurcation point (SN in

Fig 12. Chemotherapeutic agents targeting the p53 regulatory core. A selection of chemical compounds,
both clinically approved chemotherapeutic drugs and newly discovered inhibitors, are shown. Some agents
have pleiotropic effects (gemcitabine, 5-fluoroacil); several p53 inhibitors may be effective only towards a
mutated, conformationally disrupted p53 (PRIMA-1 and similar not shown); tenovins have activating influence
on p53 because they inhibit p53 inhibitor, sirtuin. Nutlins, MIs and RITA inhibit Mdm2 and p53 interaction.

doi:10.1371/journal.pcbi.1004787.g012
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Fig 3C) were considered apoptotic (surviving). The Kolmogorov—Smirnov statistic is defined
as Da,s(t) = supx|Fa(x,t) − Fs(x,t)| where Fa and Fs are time-dependent cumulative distributions
for the surviving and apoptotic subpopulations, calculated numerically, and sup is the supre-
mum function.

Supporting Information
S1 Text. This supplementary document includes: overview of mathematical models of the
p53 system, detailed description of the model, three tables containing the notation guide,
list of parameters, and list of reactions.
(PDF)

S1 Fig. Detailed representation of the full model. Arrow-headed dashed lines indicate tran-
scriptional regulation, arrow-headed solid lines—protein transformation, circle-headed solid
lines—positive influence, hammer-headed dotted lines—ubiquitination by Mdm2 leading to
protein degradation. The subscripts n or c denote either nuclear or cytoplasmic localization of
Mdm2. Bold ‘P’ and non-bold ‘U’ denote phosphorylated and unphosphorylated states of
given residues, respectively. Pro-survival and cycle-promoting proteins are represented with
blue boxes, pro-apoptotic proteins with yellow boxes, proteins involved in cell cycle arrest with
green boxes, while the remaining proteins and protein complexes are left in grey boxes.
(PDF)

S2 Fig. The negative feedback mediated by Wip1 is required for generating oscillations.
Trajectories for p53 and Mdm2 were simulated using the model variant in which there is no
Wip1-mediated dephosphorylation of ATM. Simulations were performed for four different
pairs of Wip1 (s1) and PTEN (s2) synthesis rates, with IR dose equal 3 Gy. Black line corre-
sponds to nominal values of s1 and s2.
(PDF)

S3 Fig. Recurrent solutions for p53KILLER as a function of Wip1 synthesis rate, active
PI3K level and DNA damage level. PTEN mRNA synthesis rate is equal to the nominal
value s2 = 0.03; Wip1 synthesis rate is equal s1 = 0.2 in (B) and s1 = 0.1 in (C). The number of
DSBs is equal 100 for (A) and (B). The stable and unstable steady states are indicated by solid
and dashed lines, respectively. Dots and open circles show the maxima and minima of the sta-
ble and unstable limit cycles, respectively. Green vertical line shows the Neimark—Sacker
bifurcation (N—S). Red dots mark saddle—node bifurcations (SN1, SN2), yellow dots mark
the supercritical Hopf (Hsuper) and the subcritical Hopf (Hsub) bifurcation. Note the log-scale
on the vertical axis. The bifurcation diagrams with respect to Wip1 and PI3K resemble the
mirror image of the bifurcation diagram with respect to PTEN (see main text Fig 5A). The
bifurcation diagram with respect to DNA damage is similar to the bifurcation diagram with
respect to PTEN, but the limit cycle oscillations start at non-zero value of the bifurcation
parameter.
(PDF)

S4 Fig. Influence of the gene switching rates on the single-cell stochastic trajectories for
p53tot and Mdm2tot. (A) and (B): nominal gene switching rates. (C) and (D): 10-fold increased
gene switching rates. The irradiation phase started at Time = 300 h and lasted for 10 min, the
irradiation dose was 4 Gy. The dynamics of the p53tot and Mdm2tot weakly depends on the
gene switching rate, although its increase leads to some decrease of the amplitude of fluctua-
tions in unstimulated cells. Notice the logarithmic scale on vertical axes.
(PDF)
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S5 Fig. A hypothetical alternative bifurcation structure for the core module. The stable
limit cycle (of envelope marked by pairs of blue points) coexists with a high-level stable steady
state and disappears through the saddle—loop bifurcation (SL). The stable and unstable steady
states are indicated by solid and dashed lines, respectively; red dots labeled SN mark saddle—
node bifurcations.
(PDF)

S1 Code. ZIP-archived directory containing Matlab scripts and a ReadMe file.
(ZIP)

S2 Code. ZIP-archived directory containing a BioNetGen model file and a ReadMe file.
(ZIP)

S3 Code. ZIP-archived directory containing Matlab scripts calling Matcont functions, and
a ReadMe file.
(ZIP)

Acknowledgments
We thank Dr. Samuel Bernard from INRIA for discussion on bifurcations.

Author Contributions
Contributed reagents/materials/analysis tools: MK. Wrote the paper: BHMK TL. Constructed
mathematical model: BHMNB TL. Designed the software and performed the bifurcation anal-
ysis: MK.

References
1. Vousden KH, Prives C. Blinded by the Light: TheGrowing Complexity of p53. Cell. 2009; 137: 413–431.

doi: 10.1016/j.cell.2009.04.037 PMID: 19410540

2. Levine AJ. p53, the cellular gatekeeper for growth and division. Cell. 1997; 88: 323–331. PMID:
9039259

3. Kastan MB, Onyekwere O, Sidransky D, Vogelstein B, Craig RW. Participation of p53 protein in the
cellular response to DNA damage. Cancer Res. 1991; 51: 6304–6311. PMID: 1933891

4. Elmore S. Apoptosis: A Review of Programmed Cell Death. Toxicol Pathol. 2007; 35: 495–516. doi:
10.1080/01926230701320337 PMID: 17562483

5. Siliciano JD, Canman CE, Taya Y, Sakaguchi K, Appella E, Kastan MB. DNA damage induces phos-
phorylation of the amino terminus of p53. Genes Dev. 1997; 11: 3471–3481. PMID: 9407038

6. Vogelstein B, Lane D, Levine AJ. Surfing the p53 network. Nature. 2000; 408: 307–310.

7. RothkammK, Krüger I, Thompson LH, Löbrich M. Pathways of DNA Double-Strand Break Repair dur-
ing the Mammalian Cell Cycle. Mol Cell Biol. 2003; 23: 5706–5715.

8. Iliakis G. The role of DNA double strand breaks in ionizing radiation-induced killing of eukaryotic cells.
BioEssays. 1991; 13: 641–648. doi: 10.1002/bies.950131204 PMID: 1789781

9. Vilenchik MM, Knudson AG. Endogenous DNA double-strand breaks: Production, fidelity of repair,
and induction of cancer. Proc Natl Acad Sci USA. 2003; 100: 12871–12876. doi: 10.1073/pnas.
2135498100 PMID: 14566050

10. Alberts B, Johnson A, Lewis J, Raff M, Roberts K, Walter P. Molecular Biology of the Cell. 4th ed.
Garland Science; 2002.

11. Soussi T, Dehouche K, Béroud C. p53 website and analysis of p53 gene mutations in human cancer:
forging a link between epidemiology and carcinogenesis. HumMutat. 2000; 15: 105–113. doi: 10.
1002/(SICI)1098-1004(200001)15:1<105::AID-HUMU19>3.0.CO;2-G PMID: 10612830

12. Hanahan D, Weinberg RA. The hallmarks of cancer. Cell. 2000; 100: 57–70. PMID: 10647931

13. Bode AM, Dong Z. Post-translational modification of p53 in tumorigenesis. Nat Rev Cancer. 2004; 4:
793–805. doi: 10.1038/nrc1455 PMID: 15510160

14. Reed JC. Dysregulation of apoptosis in cancer. J Clin Oncol. 1999; 17: 2941–2953. PMID: 10561374

Cell Fate Decisions in the p53 System

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004787 February 29, 2016 23 / 28

http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pcbi.1004787.s006
http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pcbi.1004787.s007
http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pcbi.1004787.s008
http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pcbi.1004787.s009
http://dx.doi.org/10.1016/j.cell.2009.04.037
http://www.ncbi.nlm.nih.gov/pubmed/19410540
http://www.ncbi.nlm.nih.gov/pubmed/9039259
http://www.ncbi.nlm.nih.gov/pubmed/1933891
http://dx.doi.org/10.1080/01926230701320337
http://www.ncbi.nlm.nih.gov/pubmed/17562483
http://www.ncbi.nlm.nih.gov/pubmed/9407038
http://dx.doi.org/10.1002/bies.950131204
http://www.ncbi.nlm.nih.gov/pubmed/1789781
http://dx.doi.org/10.1073/pnas.2135498100
http://dx.doi.org/10.1073/pnas.2135498100
http://www.ncbi.nlm.nih.gov/pubmed/14566050
http://dx.doi.org/10.1002/(SICI)1098-1004(200001)15:1<105::AID-HUMU19>3.0.CO;2-G
http://dx.doi.org/10.1002/(SICI)1098-1004(200001)15:1<105::AID-HUMU19>3.0.CO;2-G
http://www.ncbi.nlm.nih.gov/pubmed/10612830
http://www.ncbi.nlm.nih.gov/pubmed/10647931
http://dx.doi.org/10.1038/nrc1455
http://www.ncbi.nlm.nih.gov/pubmed/15510160
http://www.ncbi.nlm.nih.gov/pubmed/10561374


15. Mirzayans R, Andrais B, Scott A, Murray D. New Insights into p53 Signaling and Cancer Cell
Response to DNA Damage: Implications for Cancer Therapy. BioMed Res Int. 2012; 2012: e170325.
doi: 10.1155/2012/170325

16. Vogelstein B, Lane D, Levine AJ. Surfing the p53 network. Nature. 2000; 408: 307–310. doi: 10.1038/
35042675 PMID: 11099028

17. Wei C-L, Wu Q, Vega VB, Chiu KP, Ng P, Zhang T, et al. A global map of p53 transcription-factor bind-
ing sites in the human genome. Cell. 2006; 124: 207–219. doi: 10.1016/j.cell.2005.10.043 PMID:
16413492

18. Chehab NH, Malikzay A, Stavridi ES, Halazonetis TD. Phosphorylation of Ser-20 mediates stabiliza-
tion of human p53 in response to DNA damage. Proc Natl Acad Sci USA. 1999; 96: 13777–13782.
PMID: 10570149

19. Shieh SY, Taya Y, Prives C. DNA damage-inducible phosphorylation of p53 at N-terminal sites includ-
ing a novel site, Ser20, requires tetramerization. EMBO J. 1999; 18: 1815–1823. doi: 10.1093/emboj/
18.7.1815 PMID: 10202145

20. Shieh SY, Ikeda M, Taya Y, Prives C. DNA damage-induced phosphorylation of p53 alleviates inhibi-
tion by MDM2. Cell. 1997; 91: 325–334. PMID: 9363941

21. D’Orazi G, Cecchinelli B, Bruno T, Manni I, Higashimoto Y, Saito S ‘ichi, et al. Homeodomain-interacting
protein kinase-2 phosphorylates p53 at Ser 46 and mediates apoptosis. Nat Cell Biol. 2002; 4: 11–19.
doi: 10.1038/ncb714 PMID: 11780126

22. Barak Y, Juven T, Haffner R, Oren M. mdm2 expression is induced by wild type p53 activity. EMBO J.
1993; 12: 461–468. PMID: 8440237

23. El-Deiry WS, Tokino T, Velculescu VE, Levy DB, Parsons R, Trent JM, et al. WAF1, a potential media-
tor of p53 tumor suppression. Cell. 1993; 75: 817–825. PMID: 8242752

24. Fiscella M, Zhang H, Fan S, Sakaguchi K, Shen S, Mercer WE, et al. Wip1, a novel human protein
phosphatase that is induced in response to ionizing radiation in a p53-dependent manner. Proc Natl
Acad Sci USA. 1997; 94: 6048–6053. PMID: 9177166

25. Choi J, Nannenga B, Demidov ON, Bulavin DV, Cooney A, Brayton C, et al. Mice deficient for the wild-
type p53-induced phosphatase gene (Wip1) exhibit defects in reproductive organs, immune function,
and cell cycle control. Mol Cell Biol. 2002; 22: 1094–1105. PMID: 11809801

26. Stambolic V, MacPherson D, Sas D, Lin Y, Snow B, Jang Y, et al. Regulation of PTEN transcription by
p53. Mol Cell. 2001; 8: 317–325. PMID: 11545734

27. Miyashita T, Reed JC. Tumor suppressor p53 is a direct transcriptional activator of the human bax
gene. Cell. 1995; 80: 293–299. PMID: 7834749

28. Haupt Y, Maya R, Kazaz A, Oren M. Mdm2 promotes the rapid degradation of p53. Nature. 1997; 387:
296–299. doi: 10.1038/387296a0 PMID: 9153395

29. Meek DW, Knippschild U. Posttranslational Modification of MDM2. Mol Cancer Res. 2003; 1:
1017–1026. PMID: 14707285

30. Brooks CL, GuW. p53 Ubiquitination: Mdm2 and Beyond. Mol Cell. 2006; 21: 307–315. doi: 10.1016/
j.molcel.2006.01.020 PMID: 16455486

31. Saito S‘ichi, Goodarzi AA, Higashimoto Y, Noda Y, Lees-Miller SP, Appella E, et al. ATMMediates
Phosphorylation at Multiple p53 Sites, Including Ser46, in Response to Ionizing Radiation. J Biol
Chem. 2002; 277: 12491–12494. PMID: 11875057

32. Bakkenist CJ, Kastan MB. DNA damage activates ATM through intermolecular autophosphorylation
and dimer dissociation. Nature. 2003; 421: 499–506. doi: 10.1038/nature01368 PMID: 12556884

33. Stenerlöw B, Karlsson KH, Cooper B, Rydberg B. Measurement of Prompt DNA Double-Strand
Breaks in Mammalian Cells without Including Heat-Labile Sites: Results for Cells Deficient in Nonho-
mologous End Joining. Radiat Res. 2003; 159: 502–510. doi: 10.1667/0033-7587(2003)159[0502:
MOPDDS]2.0.CO;2 PMID: 12643795

34. Banin S, Moyal L, Shieh S, Taya Y, Anderson CW, Chessa L, et al. Enhanced phosphorylation of p53
by ATM in response to DNA damage. Science. 1998; 281: 1674–1677. PMID: 9733514

35. Canman CE, Lim D-S, Cimprich KA, Taya Y, Tamai K, Sakaguchi K, et al. Activation of the ATM
Kinase by Ionizing Radiation and Phosphorylation of p53. Science. 1998; 281: 1677–1679. doi: 10.
1126/science.281.5383.1677 PMID: 9733515

36. Maya R, Balass M, Kim S-T, Shkedy D, Leal J-FM, Shifman O, et al. ATM-dependent phosphorylation
of Mdm2 on serine 395: role in p53 activation by DNA damage. Genes Dev. 2001; 15: 1067–1077.
doi: 10.1101/gad.886901 PMID: 11331603

37. Lawlor MA, Alessi DR. PKB/Akt: a key mediator of cell proliferation, survival and insulin responses? J
Cell Sci. 2001; 114: 2903–2910. PMID: 11686294

Cell Fate Decisions in the p53 System

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004787 February 29, 2016 24 / 28

http://dx.doi.org/10.1155/2012/170325
http://dx.doi.org/10.1038/35042675
http://dx.doi.org/10.1038/35042675
http://www.ncbi.nlm.nih.gov/pubmed/11099028
http://dx.doi.org/10.1016/j.cell.2005.10.043
http://www.ncbi.nlm.nih.gov/pubmed/16413492
http://www.ncbi.nlm.nih.gov/pubmed/10570149
http://dx.doi.org/10.1093/emboj/18.7.1815
http://dx.doi.org/10.1093/emboj/18.7.1815
http://www.ncbi.nlm.nih.gov/pubmed/10202145
http://www.ncbi.nlm.nih.gov/pubmed/9363941
http://dx.doi.org/10.1038/ncb714
http://www.ncbi.nlm.nih.gov/pubmed/11780126
http://www.ncbi.nlm.nih.gov/pubmed/8440237
http://www.ncbi.nlm.nih.gov/pubmed/8242752
http://www.ncbi.nlm.nih.gov/pubmed/9177166
http://www.ncbi.nlm.nih.gov/pubmed/11809801
http://www.ncbi.nlm.nih.gov/pubmed/11545734
http://www.ncbi.nlm.nih.gov/pubmed/7834749
http://dx.doi.org/10.1038/387296a0
http://www.ncbi.nlm.nih.gov/pubmed/9153395
http://www.ncbi.nlm.nih.gov/pubmed/14707285
http://dx.doi.org/10.1016/j.molcel.2006.01.020
http://dx.doi.org/10.1016/j.molcel.2006.01.020
http://www.ncbi.nlm.nih.gov/pubmed/16455486
http://www.ncbi.nlm.nih.gov/pubmed/11875057
http://dx.doi.org/10.1038/nature01368
http://www.ncbi.nlm.nih.gov/pubmed/12556884
http://dx.doi.org/10.1667/0033-7587(2003)159[0502:MOPDDS]2.0.CO;2
http://dx.doi.org/10.1667/0033-7587(2003)159[0502:MOPDDS]2.0.CO;2
http://www.ncbi.nlm.nih.gov/pubmed/12643795
http://www.ncbi.nlm.nih.gov/pubmed/9733514
http://dx.doi.org/10.1126/science.281.5383.1677
http://dx.doi.org/10.1126/science.281.5383.1677
http://www.ncbi.nlm.nih.gov/pubmed/9733515
http://dx.doi.org/10.1101/gad.886901
http://www.ncbi.nlm.nih.gov/pubmed/11331603
http://www.ncbi.nlm.nih.gov/pubmed/11686294


38. Volinia S, Hiles I, Ormondroyd E, Nizetic D, Antonacci R, Rocchi M, et al. Molecular Cloning, cDNA
Sequence, and Chromosomal Localization of the Human Phosphatidylinositol 3-Kinase p110α
(PIK3CA) Gene. Genomics. 1994; 24: 472–477. doi: 10.1006/geno.1994.1655 PMID: 7713498

39. Vanhaesebroeck B, Leevers SJ, Panayotou G, Waterfield MD. Phosphoinositide 3-kinases: A con-
served family of signal transducers. Trends Biochem Sci. 1997; 22: 267–272. doi: 10.1016/S0968-
0004(97)01061-X PMID: 9255069

40. Cantley LC. The Phosphoinositide 3-Kinase Pathway. Science. 2002; 296: 1655–1657. doi: 10.1126/
science.296.5573.1655 PMID: 12040186

41. Marte BM, Downward J. PKB/Akt: connecting phosphoinositide 3-kinase to cell survival and beyond.
Trends Biochem Sci. 1997; 22: 355–358. doi: 10.1016/S0968-0004(97)01097-9 PMID: 9301337

42. Kandel ES, Hay N. The regulation and activities of the multifunctional serine/threonine kinase Akt/
PKB. Exp Cell Res. 1999; 253: 210–229. doi: 10.1006/excr.1999.4690 PMID: 10579924

43. Ogawara Y, Kishishita S, Obata T, Isazawa Y, Suzuki T, Tanaka K, et al. Akt enhances Mdm2-medi-
ated ubiquitination and degradation of p53. J Biol Chem. 2002; 277: 21843–21850. doi: 10.1074/jbc.
M109745200 PMID: 11923280

44. Harris SL, Levine AJ. The p53 pathway: positive and negative feedback loops. Oncogene. 2005; 24:
2899–2908. doi: 10.1038/sj.onc.1208615 PMID: 15838523

45. Shreeram S, HeeWK, Demidov ON, Kek C, Yamaguchi H, Fornace AJ, et al. Regulation of ATM/p53-
dependent suppression of myc-induced lymphomas byWip1 phosphatase. J Exp Med. 2006; 203:
2793–2799. doi: 10.1084/jem.20061563 PMID: 17158963

46. TakekawaM, Adachi M, Nakahata A, Nakayama I, Itoh F, Tsukuda H, et al. p53-inducible Wip1 phos-
phatase mediates a negative feedback regulation of p38 MAPK-p53 signaling in response to UV radi-
ation. EMBO J. 2000; 19: 6517–6526. doi: 10.1093/emboj/19.23.6517 PMID: 11101524

47. Lu X, Ma O, Nguyen T-A, Jones SN, Oren M, Donehower LA. TheWip1 Phosphatase Acts as a Gate-
keeper in the p53-Mdm2 Autoregulatory Loop. Cancer Cell. 2007; 12: 342–354. doi: 10.1016/j.ccr.
2007.08.033 PMID: 17936559

48. Hlobilkova A, Knillova J, Svachova M, Skypalova P, Krystof V, Kolar Z. Tumour suppressor PTEN reg-
ulates cell cycle and protein kinase B/Akt pathway in breast cancer cells. Anticancer Res. 2006; 26:
1015–1022. PMID: 16619501

49. Knuutila S, Björkqvist AM, Autio K, Tarkkanen M,Wolf M, Monni O, et al. DNA copy number amplifica-
tions in human neoplasms: review of comparative genomic hybridization studies. Am J Pathol. 1998;
152: 1107–1123. PMID: 9588877

50. Li J, Yang Y, Peng Y, Austin RJ, van EyndhovenWG, Nguyen KCQ, et al. Oncogenic properties of
PPM1D located within a breast cancer amplification epicenter at 17q23. Nat Genet. 2002; 31: 133–134.
doi: 10.1038/ng888 PMID: 12021784

51. Saito-Ohara F, Imoto I, Inoue J, Hosoi H, Nakagawara A, Sugimoto T, et al. PPM1D is a potential tar-
get for 17q gain in neuroblastoma. Cancer Res. 2003; 63: 1876–1883. PMID: 12702577

52. Bulavin DV, Demidov ON, Saito S, Kauraniemi P, Phillips C, Amundson SA, et al. Amplification of
PPM1D in human tumors abrogates p53 tumor-suppressor activity. Nat Genet. 2002; 31: 210–215.
doi: 10.1038/ng894 PMID: 12021785

53. Castellino RC, Bortoli MD, Lu X, Moon S-H, Nguyen T-A, Shepard MA, et al. Medulloblastomas over-
express the p53-inactivating oncogeneWIP1/PPM1D. J Neurooncol. 2007; 86: 245–256. doi: 10.
1007/s11060-007-9470-8 PMID: 17932621

54. Hirasawa A, Saito-Ohara F, Inoue J, Aoki D, Susumu N, Yokoyama T, et al. Association of 17q21-q24
Gain in Ovarian Clear Cell Adenocarcinomas with Poor Prognosis and Identification of PPM1D and
APPBP2 as Likely Amplification Targets. Clin Cancer Res. 2003; 9: 1995–2004. PMID: 12796361

55. Rauta J, Alarmo E-L, Kauraniemi P, Karhu R, Kuukasjärvi T, Kallioniemi A. The serine-threonine pro-
tein phosphatase PPM1D is frequently activated through amplification in aggressive primary breast
tumours. Breast Cancer Res Treat. 2006; 95: 257–263. doi: 10.1007/s10549-005-9017-7 PMID:
16254685

56. Harrison M, Li J, Degenhardt Y, Hoey T, Powers S. Wip1-deficient mice are resistant to common can-
cer genes. Trends Mol Med. 2004; 10: 359–361. doi: 10.1016/j.molmed.2004.06.010 PMID:
15310454

57. Belova GI, Demidov ON, Fornace AJ, Bulavin DV. Chemical inhibition of Wip1 phosphatase contrib-
utes to suppression of tumorigenesis. Cancer Biol Ther. 2005; 4: 1154–1158. PMID: 16258255

58. Garcia JM, Silva JM, Dominguez G, Gonzalez R, Navarro A, Carretero L, et al. Allelic loss of the
PTEN region (10q23) in breast carcinomas of poor pathophenotype. Breast Cancer Res Treat. 1999;
57: 237–243.

Cell Fate Decisions in the p53 System

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004787 February 29, 2016 25 / 28

http://dx.doi.org/10.1006/geno.1994.1655
http://www.ncbi.nlm.nih.gov/pubmed/7713498
http://dx.doi.org/10.1016/S0968-0004(97)01061-X
http://dx.doi.org/10.1016/S0968-0004(97)01061-X
http://www.ncbi.nlm.nih.gov/pubmed/9255069
http://dx.doi.org/10.1126/science.296.5573.1655
http://dx.doi.org/10.1126/science.296.5573.1655
http://www.ncbi.nlm.nih.gov/pubmed/12040186
http://dx.doi.org/10.1016/S0968-0004(97)01097-9
http://www.ncbi.nlm.nih.gov/pubmed/9301337
http://dx.doi.org/10.1006/excr.1999.4690
http://www.ncbi.nlm.nih.gov/pubmed/10579924
http://dx.doi.org/10.1074/jbc.M109745200
http://dx.doi.org/10.1074/jbc.M109745200
http://www.ncbi.nlm.nih.gov/pubmed/11923280
http://dx.doi.org/10.1038/sj.onc.1208615
http://www.ncbi.nlm.nih.gov/pubmed/15838523
http://dx.doi.org/10.1084/jem.20061563
http://www.ncbi.nlm.nih.gov/pubmed/17158963
http://dx.doi.org/10.1093/emboj/19.23.6517
http://www.ncbi.nlm.nih.gov/pubmed/11101524
http://dx.doi.org/10.1016/j.ccr.2007.08.033
http://dx.doi.org/10.1016/j.ccr.2007.08.033
http://www.ncbi.nlm.nih.gov/pubmed/17936559
http://www.ncbi.nlm.nih.gov/pubmed/16619501
http://www.ncbi.nlm.nih.gov/pubmed/9588877
http://dx.doi.org/10.1038/ng888
http://www.ncbi.nlm.nih.gov/pubmed/12021784
http://www.ncbi.nlm.nih.gov/pubmed/12702577
http://dx.doi.org/10.1038/ng894
http://www.ncbi.nlm.nih.gov/pubmed/12021785
http://dx.doi.org/10.1007/s11060-007-9470-8
http://dx.doi.org/10.1007/s11060-007-9470-8
http://www.ncbi.nlm.nih.gov/pubmed/17932621
http://www.ncbi.nlm.nih.gov/pubmed/12796361
http://dx.doi.org/10.1007/s10549-005-9017-7
http://www.ncbi.nlm.nih.gov/pubmed/16254685
http://dx.doi.org/10.1016/j.molmed.2004.06.010
http://www.ncbi.nlm.nih.gov/pubmed/15310454
http://www.ncbi.nlm.nih.gov/pubmed/16258255


59. Li J, Yen C, Liaw D, Podsypanina K, Bose S, Wang SI, et al. PTEN, a Putative Protein Tyrosine Phos-
phatase GeneMutated in Human Brain, Breast, and Prostate Cancer. Science. 1997; 275: 1943–1947.
doi: 10.1126/science.275.5308.1943 PMID: 9072974

60. Steck PA, Pershouse MA, Jasser SA, YungWKA, Lin H, Ligon AH, et al. Identification of a candidate
tumour suppressor gene, MMAC1, at chromosome 10q23.3 that is mutated in multiple advanced can-
cers. Nat Genet. 1997; 15: 356–362. doi: 10.1038/ng0497-356 PMID: 9090379

61. Li J, Simpson L, Takahashi M, Miliaresis C, Myers MP, Tonks N, et al. The PTEN/MMAC1 tumor sup-
pressor induces cell death that is rescued by the AKT/protein kinase B oncogene. Cancer Res. 1998;
58: 5667–5672. PMID: 9865719

62. Weng L-P, Brown JL, Eng C. PTEN induces apoptosis and cell cycle arrest through phosphoinositol-
3-kinase/Akt-dependent and -independent pathways. HumMol Genet. 2001; 10: 237–242.

63. Astanehe A, Arenillas D, WassermanWW, Leung PCK, Dunn SE, Davies BR, et al. Mechanisms
underlying p53 regulation of PIK3CA transcription in ovarian surface epithelium and in ovarian cancer.
J Cell Sci. 2008; 121: 664–674. doi: 10.1242/jcs.013029 PMID: 18270270

64. Campbell IG, Russell SE, Choong DYH, Montgomery KG, Ciavarella ML, Hooi CSF, et al. Mutation of
the PIK3CA gene in ovarian and breast cancer. Cancer Res. 2004; 64: 7678–7681. doi: 10.1158/
0008-5472.CAN-04-2933 PMID: 15520168

65. Oda K, Stokoe D, Taketani Y, McCormick F. High frequency of coexistent mutations of PIK3CA and
PTEN genes in endometrial carcinoma. Cancer Res. 2005; 65: 10669–10673. doi: 10.1158/0008-
5472.CAN-05-2620 PMID: 16322209

66. Byun D-S, Cho K, Ryu B-K, Lee M-G, Park J-I, Chae K-S, et al. Frequent monoallelic deletion of
PTEN and its reciprocal associatioin with PIK3CA amplification in gastric carcinoma. J Int Cancer.
2003; 104: 318–327. doi: 10.1002/ijc.10962

67. Pedrero JMG, Carracedo DG, Pinto CM, Zapatero AH, Rodrigo JP, Nieto CS, et al. Frequent genetic
and biochemical alterations of the PI 3-K/AKT/PTEN pathway in head and neck squamous cell carci-
noma. J Int Cancer. 2005; 114: 242–248. doi: 10.1002/ijc.20711

68. WuG, Xing M, Mambo E, Huang X, Liu J, Guo Z, et al. Somatic mutation and gain of copy number of
PIK3CA in human breast cancer. Breast Cancer Res. 2005; 7: R609–R616.

69. Samuels Y, Wang Z, Bardelli A, Silliman N, Ptak J, Szabo S, et al. High Frequency of Mutations of the
PIK3CA Gene in Human Cancers. Science. 2004; 304: 554–554. doi: 10.1126/science.1096502
PMID: 15016963

70. OllikainenM, Gylling A, Puputti M, Nupponen NN, Abdel-RahmanWM, Butzow R, et al. Patterns of
PIK3CA alterations in familial colorectal and endometrial carcinoma. Int J Cancer. 2007; 121: 915–920.
doi: 10.1002/ijc.22768 PMID: 17471559

71. Bar-Or RL, Maya R, Segel LA, Alon U, Levine AJ, Oren M. Generation of oscillations by the p53-
Mdm2 feedback loop: A theoretical and experimental study. Proc Natl Acad Sci USA. 2000; 97:
11250–11255. doi: 10.1073/pnas.210171597 PMID: 11016968

72. Lahav G, Rosenfeld N, Sigal A, Geva-Zatorsky N, Levine AJ, Elowitz MB, et al. Dynamics of the p53-
Mdm2 feedback loop in individual cells. Nat Genet. 2004; 36: 147–150. doi: 10.1038/ng1293 PMID:
14730303

73. Geva-Zatorsky N, Rosenfeld N, Itzkovitz S, Milo R, Sigal A, Dekel E, et al. Oscillations and variability
in the p53 system. Mol Syst Biol. 2006; 2: 2006.0033. doi: 10.1038/msb4100068 PMID: 16773083

74. Ma L, Wagner J, Rice JJ, HuW, Levine AJ, Stolovitzky GA. A plausible model for the digital response
of p53 to DNA damage. Proc Natl Acad Sci USA. 2005; 102: 14266–14271. doi: 10.1073/pnas.
0501352102 PMID: 16186499

75. Ciliberto A, Novak B, Tyson JJ. Steady states and oscillations in the p53/Mdm2 network. Cell Cycle.
2005; 4: 488–493. PMID: 15725723

76. Hat B, Puszynski K, Lipniacki T. Exploring mechanisms of oscillations in p53 and nuclear factor-κB
systems. IET Syst Biol. 2009; 3: 342–355. doi: 10.1049/iet-syb.2008.0156 PMID: 21028925

77. Lahav G, Rosenfeld N, Sigal A, Geva-Zatorsky N, Levine AJ, Elowitz MB, et al. Dynamics of the p53-
Mdm2 feedback loop in individual cells. Nat Genet. 2004; 36: 147–150. doi: 10.1038/ng1293 PMID:
14730303

78. Wee KB, Aguda BD. Akt versus p53 in a Network of Oncogenes and Tumor Suppressor Genes Regu-
lating Cell Survival and Death. Biophys J. 2006; 91: 857–865. doi: 10.1529/biophysj.105.077693
PMID: 16648169

79. Zhang T, Brazhnik P, Tyson JJ. Exploring mechanisms of the DNA-damage response: p53 pulses
and their possible relevance to apoptosis. Cell Cycle. 2007; 6: 85–94. PMID: 17245126

80. Puszyński K, Hat B, Lipniacki T. Oscillations and bistability in the stochastic model of p53 regulation. J
Theor Biol. 2008; 254: 452–465. doi: 10.1016/j.jtbi.2008.05.039 PMID: 18577387

Cell Fate Decisions in the p53 System

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004787 February 29, 2016 26 / 28

http://dx.doi.org/10.1126/science.275.5308.1943
http://www.ncbi.nlm.nih.gov/pubmed/9072974
http://dx.doi.org/10.1038/ng0497-356
http://www.ncbi.nlm.nih.gov/pubmed/9090379
http://www.ncbi.nlm.nih.gov/pubmed/9865719
http://dx.doi.org/10.1242/jcs.013029
http://www.ncbi.nlm.nih.gov/pubmed/18270270
http://dx.doi.org/10.1158/0008-5472.CAN-04-2933
http://dx.doi.org/10.1158/0008-5472.CAN-04-2933
http://www.ncbi.nlm.nih.gov/pubmed/15520168
http://dx.doi.org/10.1158/0008-5472.CAN-05-2620
http://dx.doi.org/10.1158/0008-5472.CAN-05-2620
http://www.ncbi.nlm.nih.gov/pubmed/16322209
http://dx.doi.org/10.1002/ijc.10962
http://dx.doi.org/10.1002/ijc.20711
http://dx.doi.org/10.1126/science.1096502
http://www.ncbi.nlm.nih.gov/pubmed/15016963
http://dx.doi.org/10.1002/ijc.22768
http://www.ncbi.nlm.nih.gov/pubmed/17471559
http://dx.doi.org/10.1073/pnas.210171597
http://www.ncbi.nlm.nih.gov/pubmed/11016968
http://dx.doi.org/10.1038/ng1293
http://www.ncbi.nlm.nih.gov/pubmed/14730303
http://dx.doi.org/10.1038/msb4100068
http://www.ncbi.nlm.nih.gov/pubmed/16773083
http://dx.doi.org/10.1073/pnas.0501352102
http://dx.doi.org/10.1073/pnas.0501352102
http://www.ncbi.nlm.nih.gov/pubmed/16186499
http://www.ncbi.nlm.nih.gov/pubmed/15725723
http://dx.doi.org/10.1049/iet-syb.2008.0156
http://www.ncbi.nlm.nih.gov/pubmed/21028925
http://dx.doi.org/10.1038/ng1293
http://www.ncbi.nlm.nih.gov/pubmed/14730303
http://dx.doi.org/10.1529/biophysj.105.077693
http://www.ncbi.nlm.nih.gov/pubmed/16648169
http://www.ncbi.nlm.nih.gov/pubmed/17245126
http://dx.doi.org/10.1016/j.jtbi.2008.05.039
http://www.ncbi.nlm.nih.gov/pubmed/18577387


81. Wee KB, Surana U, Aguda BD. Oscillations of the p53-Akt Network: Implications on Cell Survival and
Death. PLoS ONE. 2009; 4: e4407. doi: 10.1371/journal.pone.0004407 PMID: 19197384

82. Batchelor E, Mock CS, Bhan I, Loewer A, Lahav G. Recurrent initiation: a mechanism for triggering
p53 pulses in response to DNA damage. Mol Cell. 2008; 30: 277–289. doi: 10.1016/j.molcel.2008.03.
016 PMID: 18471974

83. Zhang X-P, Liu F, WangW. Two-phase dynamics of p53 in the DNA damage response. Proc Natl
Acad Sci USA. 2011; 108: 8990–8995. doi: 10.1073/pnas.1100600108 PMID: 21576488

84. Zhang X-P, Liu F, Cheng Z, WangW. Cell fate decision mediated by p53 pulses. Proc Natl Acad Sci
USA. 2009; 106: 12245–12250. doi: 10.1073/pnas.0813088106 PMID: 19617533

85. Zhang X-P, Liu F, WangW. Coordination between Cell Cycle Progression and Cell Fate Decision by
the p53 and E2F1 Pathways in Response to DNA Damage. J Biol Chem. 2010; 285: 31571–31580.
doi: 10.1074/jbc.M110.134650 PMID: 20685653

86. BogdałMN, Hat B, KochańczykM, Lipniacki T. Levels of pro-apoptotic regulator Bad and anti-apoptotic
regulator Bcl-xL determine the type of the apoptotic logic gate. BMC Syst Biol. 2013; 7: 67. doi: 10.
1186/1752-0509-7-67 PMID: 23883471

87. Soria J-C, Lee H-Y, Lee JI, Wang L, Issa J-P, Kemp BL, et al. Lack of PTEN expression in non-small
cell lung cancer could be related to promoter methylation. Clin Cancer Res. 2002; 8: 1178–1184.
PMID: 12006535

88. Langlois M-J, Bergeron S, Bernatchez G, Boudreau F, Saucier C, Perreault N, et al. The PTEN Phos-
phatase Controls Intestinal Epithelial Cell Polarity and Barrier Function: Role in Colorectal Cancer
Progression. PLoS ONE. 2010; 5: e15742. doi: 10.1371/journal.pone.0015742 PMID: 21203412

89. Khan S, Kumagai T, Vora J, Bose N, Sehgal I, Koeffler PH, et al. PTEN promoter is methylated in a
proportion of invasive breast cancers. Int J Cancer. 2004; 112: 407–410. doi: 10.1002/ijc.20447
PMID: 15382065

90. Gillespie DT. Exact stochastic simulation of coupled chemical reactions. J Phys Chem. 1977; 81:
2340–2361. doi: 10.1021/j100540a008

91. Faeder JR, Blinov ML, Hlavacek WS. Rule-Based Modeling of Biochemical Systems with BioNetGen.
In: Maly IV, editor. Systems Biology. Totowa, NJ: Humana Press; 2009. pp. 113–167. Available:
http://link.springer.com/10.1007/978-1-59745-525-1_5

92. Keizer J. Statistical Thermodynamics of Nonequilibrium Processes. 1st ed. Springer-Verlag New
York; 1987.

93. Paulsson J, Berg OG, Ehrenberg M. Stochastic focusing: Fluctuation-enhanced sensitivity of intracel-
lular regulation. Proc Natl Acad Sci USA. 2000; 97: 7148–7153. doi: 10.1073/pnas.110057697 PMID:
10852944

94. Barkai N, Leibler S. Biological rhythms: Circadian clocks limited by noise. Nature. 2000; 403: 267–268.

95. Togashi Y, Kaneko K. Molecular discreteness in reaction-diffusion systems yields steady states not
seen in the continuum limit. Phys Rev E. 2004; 70: 020901.

96. Samoilov M, Plyasunov S, Arkin AP. Stochastic amplification and signaling in enzymatic futile cycles
through noise-induced bistability with oscillations. Proc Natl Acad Sci USA. 2005; 102: 2310–2315.
doi: 10.1073/pnas.0406841102 PMID: 15701703

97. Sneppen K, Mitarai N. Multistability with a Metastable Mixed State. Phys Rev Lett. 2012; 109: 100602.
PMID: 23005273

98. XiongW, Ferrell JE. A positive-feedback-based bistable “memory module” that governs a cell fate
decision. Nature. 2003; 426: 460–465. doi: 10.1038/nature02089 PMID: 14647386

99. Lu M, Jolly MK, Levine H, Onuchic JN, Ben-Jacob E. MicroRNA-based regulation of epithelial—
hybrid—mesenchymal fate determination. Proc Natl Acad Sci USA. 2013; 110: 18144–18149. doi: 10.
1073/pnas.1318192110 PMID: 24154725

100. Szymańska P, Martin KR, MacKeigan JP, Hlavacek WS, Lipniacki T. Computational analysis of an
autophagy/translation switch based on mutual inhibition of MTORC1 and ULK1. PLOS One. 2015; 10:
e0116550. doi: 10.1371/journal.pone.0116550 PMID: 25761126

101. Pękalski J, Zuk PJ, Kochańczyk M, Junkin M, Kellogg R, Tay S, et al. Spontaneous NF-κB activation
by autocrine TNFα signaling: a computational analysis. PLOS One. 2013; 8: e78887. doi: 10.1371/
journal.pone.0078887 PMID: 24324544

102. Schultz D, Lu M, Stavropoulos T, Onuchic J, Ben-Jacob E. Turning Oscillations Into Opportunities:
Lessons from a Bacterial Decision Gate. Sci Rep. 2013; 3. doi: 10.1038/srep01668

103. Saito-Ohara F, Imoto I, Inoue J, Hosoi H, Nakagawara A, Sugimoto T, et al. PPM1D is a potential tar-
get for 17q gain in neuroblastoma. Cancer Res. 2003; 63: 1876–1883. PMID: 12702577

Cell Fate Decisions in the p53 System

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004787 February 29, 2016 27 / 28

http://dx.doi.org/10.1371/journal.pone.0004407
http://www.ncbi.nlm.nih.gov/pubmed/19197384
http://dx.doi.org/10.1016/j.molcel.2008.03.016
http://dx.doi.org/10.1016/j.molcel.2008.03.016
http://www.ncbi.nlm.nih.gov/pubmed/18471974
http://dx.doi.org/10.1073/pnas.1100600108
http://www.ncbi.nlm.nih.gov/pubmed/21576488
http://dx.doi.org/10.1073/pnas.0813088106
http://www.ncbi.nlm.nih.gov/pubmed/19617533
http://dx.doi.org/10.1074/jbc.M110.134650
http://www.ncbi.nlm.nih.gov/pubmed/20685653
http://dx.doi.org/10.1186/1752-0509-7-67
http://dx.doi.org/10.1186/1752-0509-7-67
http://www.ncbi.nlm.nih.gov/pubmed/23883471
http://www.ncbi.nlm.nih.gov/pubmed/12006535
http://dx.doi.org/10.1371/journal.pone.0015742
http://www.ncbi.nlm.nih.gov/pubmed/21203412
http://dx.doi.org/10.1002/ijc.20447
http://www.ncbi.nlm.nih.gov/pubmed/15382065
http://dx.doi.org/10.1021/j100540a008
http://link.springer.com/10.1007/978-1-59745-525-1_5
http://dx.doi.org/10.1073/pnas.110057697
http://www.ncbi.nlm.nih.gov/pubmed/10852944
http://dx.doi.org/10.1073/pnas.0406841102
http://www.ncbi.nlm.nih.gov/pubmed/15701703
http://www.ncbi.nlm.nih.gov/pubmed/23005273
http://dx.doi.org/10.1038/nature02089
http://www.ncbi.nlm.nih.gov/pubmed/14647386
http://dx.doi.org/10.1073/pnas.1318192110
http://dx.doi.org/10.1073/pnas.1318192110
http://www.ncbi.nlm.nih.gov/pubmed/24154725
http://dx.doi.org/10.1371/journal.pone.0116550
http://www.ncbi.nlm.nih.gov/pubmed/25761126
http://dx.doi.org/10.1371/journal.pone.0078887
http://dx.doi.org/10.1371/journal.pone.0078887
http://www.ncbi.nlm.nih.gov/pubmed/24324544
http://dx.doi.org/10.1038/srep01668
http://www.ncbi.nlm.nih.gov/pubmed/12702577


104. Puca R, Nardinocchi L, Sacchi A, Rechavi G, Givol D, D’Orazi G. HIPK2 modulates p53 activity
towards pro-apoptotic transcription. Mol Cancer. 2009; 8: 85. doi: 10.1186/1476-4598-8-85 PMID:
19828042

105. Puszynski K, Gandolfi A, d’Onofrio A. The Pharmacodynamics of the p53-Mdm2 Targeting Drug
Nutlin: The Role of Gene-Switching Noise. PLOS Comput Biol. 2014; 10: e1003991. doi: 10.1371/
journal.pcbi.1003991 PMID: 25504419

106. WadeM, Li Y-C, Wahl GM. MDM2, MDMX and p53 in oncogenesis and cancer therapy. Nat Rev Can-
cer. 2013; 13: 83–96.

107. Zawacka-Pankau J, Selivanova G. Pharmacological reactivation of p53 as a strategy to treat cancer.
J Intern Med. 2015; 277: 248–259. doi: 10.1111/joim.12336 PMID: 25495071

108. Han H-S, Yu E, Song J-Y, Park J-Y, Jang SJ, Choi J. The Estrogen Receptor α Pathway Induces
Oncogenic Wip1 Phosphatase Gene Expression. Mol Cancer Res. 2009; 7: 713–723. doi: 10.1158/
1541-7786.MCR-08-0247 PMID: 19435816

109. Song J, Han H-S, Sabapathy K, Lee B-M, Yu E, Choi J. Expression of a Homeostatic Regulator, Wip1
(Wild-type p53-induced Phosphatase), Is Temporally Induced by c-Jun and p53 in Response to UV
Irradiation. J Biol Chem. 2010; 285: 9067–9076. doi: 10.1074/jbc.M109.070003 PMID: 20093361

110. Lowe JM, Cha H, Yang Q, Fornace AJ. Nuclear Factor-κB (NF-κB) Is a Novel Positive Transcriptional
Regulator of the Oncogenic Wip1 Phosphatase. J Biol Chem. 2010; 285: 5249–5257.

111. Rossi M, Demidov ON, Anderson CW, Appella E, Mazur SJ. Induction of PPM1D following DNA-
damaging treatments through a conserved p53 response element coincides with a shift in the use of
transcription initiation sites. Nucl Acids Res. 2008; 36: 7168–7180. doi: 10.1093/nar/gkn888 PMID:
19015127

112. Hershko T, Korotayev K, Polager S, Ginsberg D. E2F1 Modulates p38 MAPK Phosphorylation via
Transcriptional Regulation of ASK1 andWip1. J Biol Chem. 2006; 281: 31309–31316. doi: 10.1074/
jbc.M601758200 PMID: 16912047

113. Whelan JT, Forbes SL, Bertrand FE. CBF-1 (RBP-J kappa) binds to the PTEN promoter and regulates
PTEN gene expression. Cell Cycle. 2007; 6: 80–84. PMID: 17245125

114. Yoshimi A, Goyama S, Watanabe-Okochi N, Yoshiki Y, Nannya Y, Nitta E, et al. Evi1 represses
PTEN expression and activates PI3K/AKT/mTOR via interactions with polycomb proteins. Blood.
2011; 117: 3617–3628. doi: 10.1182/blood-2009-12-261602 PMID: 21289308

115. Song MS, Salmena L, Pandolfi PP. The functions and regulation of the PTEN tumour suppressor. Nat
Rev Mol Cell Biol. 2012; 13: 283–296. doi: 10.1038/nrm3330 PMID: 22473468

116. Liu S, Ma X, Ai Q, Huang Q, Shi T, Zhu M, et al. NOTCH1 functions as an oncogene by regulating the
PTEN/PI3K/AKT pathway in clear cell renal cell carcinoma. Urol Oncol. 2013; 31: 938–948. doi: 10.
1016/j.urolonc.2011.07.006 PMID: 21993533

117. Morita Y, Manganaro TF, Tao X-J, Martimbeau S, Donahoe PK, Tilly JL. Requirement for Phosphati-
dylinositol-30-Kinase in Cytokine-Mediated Germ Cell Survival during Fetal Oogenesis in the Mouse.
Endocrinology. 1999; 140: 941–949. doi: 10.1210/endo.140.2.6539 PMID: 9927327

Cell Fate Decisions in the p53 System

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004787 February 29, 2016 28 / 28

http://dx.doi.org/10.1186/1476-4598-8-85
http://www.ncbi.nlm.nih.gov/pubmed/19828042
http://dx.doi.org/10.1371/journal.pcbi.1003991
http://dx.doi.org/10.1371/journal.pcbi.1003991
http://www.ncbi.nlm.nih.gov/pubmed/25504419
http://dx.doi.org/10.1111/joim.12336
http://www.ncbi.nlm.nih.gov/pubmed/25495071
http://dx.doi.org/10.1158/1541-7786.MCR-08-0247
http://dx.doi.org/10.1158/1541-7786.MCR-08-0247
http://www.ncbi.nlm.nih.gov/pubmed/19435816
http://dx.doi.org/10.1074/jbc.M109.070003
http://www.ncbi.nlm.nih.gov/pubmed/20093361
http://dx.doi.org/10.1093/nar/gkn888
http://www.ncbi.nlm.nih.gov/pubmed/19015127
http://dx.doi.org/10.1074/jbc.M601758200
http://dx.doi.org/10.1074/jbc.M601758200
http://www.ncbi.nlm.nih.gov/pubmed/16912047
http://www.ncbi.nlm.nih.gov/pubmed/17245125
http://dx.doi.org/10.1182/blood-2009-12-261602
http://www.ncbi.nlm.nih.gov/pubmed/21289308
http://dx.doi.org/10.1038/nrm3330
http://www.ncbi.nlm.nih.gov/pubmed/22473468
http://dx.doi.org/10.1016/j.urolonc.2011.07.006
http://dx.doi.org/10.1016/j.urolonc.2011.07.006
http://www.ncbi.nlm.nih.gov/pubmed/21993533
http://dx.doi.org/10.1210/endo.140.2.6539
http://www.ncbi.nlm.nih.gov/pubmed/9927327

