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Abstract
In this work, a new, simple method is presented, which enables identification of material properties of solids basing on the 
digital image correlation (DIC) measurements. It may be considered as a simplified alternative of low computational com-
plexity for the well-known finite element model updating (FEMU) method and virtual fields method (VFM). The idea of 
the introduced sub-global equilibrium (SGE) method is to utilize the fundamental concept and definition of internal forces 
and its equilibrium with appropriate set of external forces. This makes the method universal for the use in the description 
of a great variety of continua. The objective function is the measure of imbalance, namely the sum of squares of residua of 
equilibrium equations of external forces and internal forces determined for finite-sized part of the sample. It is then mini-
mized with the use of the Nelder–Mead downhill simplex algorithm. The efficiency of the proposed SGE method is shown 
for two types of materials: 310 S austenitic steel and carbon-fiber-reinforced polymer (CFRP). The proposed method was 
also verified based on FE analysis showing error estimation.

Keywords  Identification of material constant · Digital image correlation · Nelder–Mead downhill simplex algorithm · 
Finite element analysis · Optimization · Linear elasticity

1  Introduction

The appropriate determination of the material parameters 
of the constitutive models is one of the crucial factors that 
influence the final results of any numerical simulation. The 
classic methods of measuring these parameters (such as 
Young’s modulus, Poisson’s ratio, initial yield stress, Lank-
ford’s coefficient—plastic strain ratio) require the careful 

preparation of sample geometry, since any imperfection 
may flaw the results of the performed tests [1]. Furthermore, 
during material testing, the deformation must be uniform 
throughout the gauge section to make use of the notions of 
nominal stress (stress averaged over the sample’s cross sec-
tion) or relative elongation (strain averaged along the gauge 
length). In the absence of homogeneous deformation, for 
example, when the onset of localization occurs, these meth-
ods are not suitable for determining materials parameters. 
Any imperfection or heterogeneity of the sample as well 
as the alignment of the testing machine–sample setup can 
additionally introduce errors that are difficult to estimate.

With the development of new measuring techniques for 
material testing, such as digital image correlation (DIC) [2] 
or electronic speckle pattern interferometry (ESPI) [3], new 
possibilities for the identification of material constants arise 
which do not have the disadvantages mentioned above [4, 
5]. One group of these techniques is based on solving the 
inverse problem. The use of the finite element model updat-
ing method (FEMU) allows the characterization of very 
complex constitutive relations. The main idea behind this 
method is to use an over-determined deformation measure-
ment for iterative updating of the FE constitutive model [6].
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In the standard FEMU method, the discrepancy between 
the measured displacement field and the one computed in 
FEA with the use of a postulated constitutive relation is 
minimized [7]. In another work [8], the calibration proce-
dure of parameters for a concrete constitutive model using 
DIC and inverse analysis was investigated. The difference 
between the experimental and numerical displacement field 
was used for discrepancy minimization. In a similar way, the 
authors of [9] described a general framework which couples 
the DIC method with the finite element analysis to estimated 
materials parameters. It is not only the difference between 
the experimentally determined and the computed displace-
ment field that is minimized, the external load is also taken 
into consideration. In a similar way, another research [10] 
compares the experimentally measured force applied to the 
sample with the resultant force from the several cross sec-
tions computed from the stress field obtained on the basis 
of the DIC results.

An alternative approach is to minimize so-called “equilib-
rium gap” (EG), namely an Euclidean norm of unbalanced 
forces determined with the use of postulated constitutive 
relation and measured displacement field [11]. Modified EG 
approaches have also been introduced, namely constitutive 
law error (CLE) concept in which an energy- measure of 
unbalanced forces in minimized [12] or reconditioned equi-
librium gap (REG) method, which makes the original GE 
much less sensitive to noise [13].

The full-field displacement field can be also obtained by 
moiré interferometry. In [14], the Bayesian identification 
of elastic constants in multi-directional laminate was per-
formed. In analysis, an open hole plate was used to create 
complex displacement fields that are strongly influenced by 
all the elastic constants. Authors found that the confidence 
levels associated with the identification of the four ortho-
tropic elastic constants were not uniform.

Recently, the virtual field method (VFM) has also 
gained popularity [15, 16] which utilizes the principle 
of virtual work. This method requires postulating kin-
ematically admissible displacement fields which can be 
sometimes significant challenge especially when dealing 
with non-linear constitutive models [17]. The versatility 
of this method has led to its widespread adoption across 
various applications, giving rise to numerous specialized 
tools. One such example is available at www.​match​id.​eu. 
There are several works in which the VFM has been suc-
cessfully applied to identify the material parameters of 
the assumed constitutive relations based on DIC measure-
ments. The elastic materials parameters for unidirectional 
carbon-fiber-reinforced polymer (CFRP) sheets treated as 
orthotropic linear elastic solid has been identified [18]. In 
the work [19], the authors identified the constitutive param-
eters and damage evolution parameters in an elastic–plastic 
model corresponding with von Mises yield condition with 

isotropic hardening and Lemaitre’s elastic–plastic dam-
age coupling. In [20], a technique has been introduced to 
effectively determine the anisotropic plasticity constitu-
tive parameters for sheet metals subjected to high strain 
rates. This is achieved by analyzing the inertial accelera-
tion, as well as the strain and strain rate field data from the 
impact test, utilizing the dynamic version of the virtual 
field method

Not only DIC method can be used to measure a displace-
ment field in VFM. In [21], the grid method has been suc-
cessfully applied to identify a non-linear model for compos-
ites. In [22], the authors examined the problem of influence 
of random noise on the uncertainty of the elastic constants 
estimated via the VFM. Authors derived criteria, accord-
ing to which the special virtual fields could be optimized in 
the sense, that the fields corresponding with minimal value 
of sensitivity-to-noise coefficient provide the most accurate 
results. Finally, in [23], an optimal procedure for the identi-
fication of material’s parameters from experimentally meas-
ured displacement field is proposed. The primary objective 
of this paper is to enhance the existing optimality aspect 
by examining all the aforementioned identification methods 
regarding their responsiveness to measurement uncertain-
ties. Similarly in [24], the general framework for identifica-
tion of constitutive parameters is postulated. The sensitivity 
of several approaches available in the literature to a white 
noise in the data is evaluated and compared. Recently, the 
VFM has been used to reconstruct the heterogeneity distri-
bution of solid materials [25]. The presented results of the 
reconstruction have shown that the suggested VFM methods 
can successfully recover inclusions despite the presence of 
minimal noise.

The goal of this work is to propose the new method which 
can be an alternative to the above-mentioned methods. In the 
proposed approach, an equilibrium between external loads 
and stresses integrated along an imaginary cut-surface is 
considered. Therefore, the method was named the Sub-
Global Equilibrium method. The idea is that as the stresses 
are calculated with the use of estimated material parameters, 
the optimal choice of those parameters minimizes the resid-
uum of the equilibrium equation. The details are presented 
in the following chapter.

The proposed methodology may prove to be useful, 
especially in the description of composite materials. The 
practical need for finding the mechanical characteristics of a 
simplified model of homogeneous material, which is equiva-
lent to the considered composite (inhomogeneous) material 
with respect to chosen criteria, has led to the development 
of various homogenization methods, starting from early 
concepts of the rule of mixtures [26, 27] and finishing with 
various methods of numerical homogenization based on 
the analysis of a representative volume element (RVE) or a 

http://www.matchid.eu
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representative unit cell (RUC); brief summaries of classical 
results may be found in the literature [28, 29].

The proposed method of the identification of material 
parameters enables homogenization based directly on exten-
sive experimental data—namely, a high-resolution discrete 
displacement field determined by the DIC method in the 
whole region of interest of an examined composite mate-
rial—and on the choice of a mathematical constitutive model 
of homogenized material. This approach is free from defin-
ing the RVE and assuming interactions between neighboring 
RVEs. Parameters of the assumed physical model are found 
based directly on the experimental results in the process 
of optimization, which minimizes the error in satisfying 
the equilibrium conditions. This method may also be eas-
ily automatized as an extension of the DIC postprocessing 
software as it does not require any FEM calculations.

The following features of the proposed method are the 
most worth mentioning:

•	 The proposed sub-global equilibrium (SGE) method is 
built upon the most fundamental concepts of continuum 
mechanics, namely the notion of internal force and an 
idea of its equilibrium with an appropriate system of 
external loads. As a result, the method is not restricted to 
any particular theory such as linear or non-linear elastic-
ity or plasticity nor is it constrained by, e.g., assumptions 
respective for the principle of virtual works. It may be 
as well utilized within any of the theories of generalized 
continua.

•	 The only input required for the method is the DIC full-
field displacement measurement. It does not require itera-
tively updated FEA results as it is needed when using the 
FEMU approach and it also does not need determining 
the virtual fields as in the case of the VFM.

•	 The method optimizes the estimates of the material con-
stants with the use of the Nelder–Mead algorithm, which 
is an efficient tool in solving non-linear problems. Addi-
tionally, it does not require any computation of gradients 
and thus it deals also with non-smooth problems.

•	 While the validation of the method is presented here in 
the context of linear elasticity, the method may be eas-
ily generalized for the case of non-linear problems—the 
details are provided in the summary and conclusions sec-
tion.

2 � Physical motivation for the proposed 
methodology

Concerning the problem of the identification of material 
mechanical properties, it is in fact the problem of finding 
a mathematical relationship between a measure of strain 
(derived from observed displacements according to the 

assumed kinematic relations) and a measure of stress. The 
proposed methodology is restricted to problems in which 
the general form of such a constitutive relation is assumed in 
advance and only numerical values of parameters appearing 
in these relations need to be found.

Let us consider the mathematical formulation of a general 
problem of the theory of elasticity. We will consider the dis-
tribution of displacement vector field as a given experimen-
tal data—in the presented methodology, it is a known dis-
crete set of components of the displacement vector obtained 
via DIC analysis is considered. Once displacement is known, 
the distribution of any strain measure field may be computed 
according to appropriate geometric (kinematic) relations. 
In this sense, geometric relations are identically satisfied as 
they serve as a definition for calculating the strain. Addi-
tionally, the unknown constitutive relations must be identi-
cally satisfied by assumption—they provide us with explicit 
formulae for calculating stress with the use of determined 
strains. With this in mind, we may notice that among all 
governing equations of a general problem of non-linear elas-
ticity, these are only the equilibrium equations that may not 
be satisfied for a given displacement field and an estimated 
constitutive relation. This observation leads to the conclu-
sion that residua of equilibrium equations written down for 
the stress field determined according to an estimated con-
stitutive relation may serve as a measure of the discrepancy 
between the actual and estimated mechanical characteristics 
of the considered material.

2.1 � Local and global equilibrium

For the purpose of simplicity, we shall consider only quasi-
static loading processes. The proposed approach for valida-
tion of the investigated constitutive relation may concern 
both local (in point) equilibrium governed by equilibrium 
equations

as well as global equilibrium, which requires that the vector 
sum of all forces and the moment of those forces about any 
point must be by definition of the equilibrium—zero vectors.

Concerning the latter notion of equilibrium, it is obvious 
that a sample tested in a machine is in global equilibrium. 
We may conclude, however, that if a body is in global equi-
librium, then any part of that body—cut out with the use of 
imaginary surfaces—must also be in equilibrium. This is 
how the notion of internal forces is introduced in continuum 
mechanics (Fig. 1). The discussed equilibrium requires that 
the system consisting of external forces applied to that part 

(1)�ij,j + bi = 0, i = 1, 2, 3

(2)
(∑

F = 0
)

∧

(
∀P

∑
MP = 0

)
.
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and internal forces (integrated stresses) corresponding with 
the considered cut-surface must be in global equilibrium. 
We shall use the term “sub-global” equilibrium to describe 
such a situation.

Both approaches—the local approach, and the sub-global 
approach—may be used to identify the mechanical prop-
erties of a material. Another approach is to make use of 
the equivalent global formulation which is the weak for-
mulation of local equilibrium equations, namely so-called 
variational principles of elasticity—this is in fact the idea 
behind the VFM, which is not the subject of this research. 
The local approach requires the equilibrium equations (1) 
to be satisfied identically in all points; if it is so, the inves-
tigated constitutive relation is a true one. Concerning the 
DIC methods, this would mean that the appropriate equi-
librium equation must be satisfied in each point in which 
stress is determined, which would lead to a relatively large 
and strongly over-determined system of equations if all those 
equations are to be satisfied simultaneously. One may con-
sider the residuum in each point as a measure of discrepancy 
between the true and supposed characteristics of material 
mechanical properties.

The sub-global equilibrium (SGE) may be treated in a 
similar manner. We may consider a certain imaginary cut-
surface � and determine internal tractions according to the 
assumed constitutive relation. These tractions may be then 
integrated and the resultant forces and torques should satisfy 
the SGE equation. The greater the number of equilibrium 
conditions, the more reliable the proposed approach—two 
such conditions may be stated, e.g., for uniaxial tensile test 
with hinged clamps (axial force and moment equilibrium) 
or for biaxial tests (two force equilibrium conditions). We 
restrict, however, our considerations here to only simple 
cases, which may be realized with the use of standard testing 
machines. We shall deal only with samples loaded axially. 
The measured force Fexp applied to the specimen and inte-
grated internal forces F� corresponding with profile � and 
calculated according to the supposed constitutive relation 
should satisfy the SGE equation:

A measure g of the discrepancy between the true and sup-
posed constitutive relation may be defined as a square of a 
residuum of that equation:

where R is a residuum of the sub-global equilibrium equa-
tion corresponding with profile � . It is obvious that it is not 
only the assumed constitutive relation that influences the 
magnitude of residuum, the choice of position and geom-
etry of profile � also does. For this reason, it is suggested in 
the proposed methodology to perform the identification of 
mechanical properties of material, based on a greater num-
ber I of different tested specimens and considering a finite 
but large number K of distinct cut-surfaces �k (profiles) and 
calculating the residua of sub-global equilibrium conditions. 
The measure of deviation of the supposed constitutive rela-
tion from the true physical characteristics may be simply a 
sum of squares of residua Ri,k calculated for all tested sam-
ples and all considered profiles:

The fact that measure g makes an account for multiple sam-
ple geometries as well as for distinct load cases results in the 
fact that the proposed methodology may provide estimates 
of material constants which are not influenced by a specific 
and arbitrary chosen type of sample or type of test. Such a 
summation, however, may introduce an error, due to fact 
that each residuum is influenced by different imperfections 
in preparation of the sample and of the experimental setup 
as well as inaccuracies in realization of the test. As a result, 
the magnitudes of these residua may be significantly affected 
solely by these geometrical factors. This difficulty may be at 
least partially overcome by the use of appropriate weights 
accounting for these imperfections (see Eq. (23)).

(3)Fexp − F� = 0.

(4)g = R2 = (Fexp − F�)
2,

(5)g =

I∑
i=1

K∑
k=1

(R(i,k))2 =

I∑
i=1

K∑
k=1

(
F(i)
exp

− F(i,k)
�

)2

.

Fig. 1   Static equivalence of 
a system of external forces 
applied to one part of a body 
and a system of internal forces 
applied to the remaining part of 
the body
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It is also important to notice, that only I experiments need 
to be performed since all K residua may be calculated using 
only a single ith DIC measurement.

3 � Description of a general algorithm

The proposed methodology in the presented variant is 
restricted to the identification of constant parameters of an 
a priori assumed form of the constitutive relation rather than 
finding a functional relationship between components of 
assumed tensorial measures of stress and strain. The follow-
ing general form of the constitutive relation is considered:

where S and E stand for a certain stress tensor and a certain 
strain tensor, respectively; function f is known and param-
eters pn (n = 1, ...,N) are constants. For the sake of simplic-
ity, we shall narrow our considerations to only linear elastic 
solids in plane stress state, for which S = � is the Cauchy 
stress tensor while E = � is the Cauchy small strain ten-
sor. Constant parameters pn may be considered equal to the 
components of the stiffness tensor Sijkl , which satisfy the 
generalized Hooke’s Law:

In fact, slightly different parameters will be chosen. Natural 
generalization of the proposed methodology for the cases of 
non-linear problems is discussed in the conclusions section.

Once the choice of stress and strain measure is made and 
the general form of the constitutive relation is assumed, it is 
possible to formally state an optimization problem. The formal 
structure of the optimization task is as follows:

•	 Let P ∈ ℝ
N  be a region of admissible values of 

material parameters p1, p2, ..., pN  . Let us denote 
p =

(
p1, p2, ..., pN

)
∈ P.

•	 Let g(p) be the objective function, namely the sum of the 
residua of sub-global equilibrium equations written down 
for all considered profiles: 

•	 Minimize g(p) with respect to p ∈ P,
–	 subject to constraint h(p) ≥ 0.

The system of inequality constraints h(p) ≥ 0 ensures the 
positive-definiteness of elasticity tensors, which is required 
by the second law of thermodynamics (see Eq. (12)). Specific 
form of these constraints depends on the choice of parameters (
p1, p2, ..., pN

)
 . Each of the above statements will be discussed 

below.

(6)S = f (p1, p2, ..., pN ,E),

(7)�ij = Sijkl�kl.

(8)g =

I∑
i=1

K∑
k=1

(
F(i)
exp

− F(i,k)
�

)2

.

3.1 � Control variables

Because the two-dimensional linear elasticity problem is con-
sidered, the mechanical properties of a solid may be character-
ized by at most six independent components of a fully aniso-
tropic plane elasticity tensor. However, because the internal 
structure of materials which have been investigated exhibits at 
least single planar symmetry, the problem may be simplified so 
that only four components are considered independent:

An appropriate alignment of the orientation of the micro-
structure of the samples (i.e., orientation of the principal 
axes of orthotropy) enables description of the material with 
the use of an orthotropic plane elasticity tensor of the fol-
lowing form:

Such a form of a plane orthotropic tensor only corresponds 
to such coordinate systems for which the axes are aligned 
with the planes of symmetry of the material. Control vari-
ables are defined as scaling parameters relating the estimated 
values of components of the stiffness tensor to the reference 
values Sref

ijkl
 in the following way:

while the values Sref
ijkl

 themselves are simultaneously the ini-
tial guess values for the iterative optimization algorithm. 
These are the components of an isotropic stiffness tensor

which is roughly approximated in the following way: a single 
standard uniaxial tension test enables finding an approximate 
value of the Young’s modulus while the value of Poisson’s 
ratio is assumed to be in the interval of thermodynamically 
admissible values (−1;0.5) . It is important to underline that 
the assumption of isotropy has nothing in common with the 
true internal symmetries of the material structure and is cho-
sen only for the sake of the simplicity of the determination 
of the guessed values in the initial step of the optimization 
algorithm. The anisotropy of the investigated stiffness tensor 
emerges automatically in the process of optimization.

(9)N = 4 ⇒ p = (p1, p2, p3, p4).

(10)S =

⎡⎢⎢⎣

S1111 S1122 0

S1122 S2222 0

0 0 2S1212

⎤⎥⎥⎦
.

S1111 = p1S
ref
1111

, S1122 = p2S
ref
1122

, ...

(11)S =

⎡⎢⎢⎣

Sref
1111

Sref
1122

0

Sref
1122

Sref
1111

0

0 0 Sref
1111

− Sref
1122

⎤⎥⎥⎦
,
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3.2 � Thermodynamical constraint and admissible 
values of control variables

In the subsequent iteration steps, new values of compo-
nents of the stiffness tensor are determined; however, not 
all of them are considered admissible due to the thermo-
dynamical constraints imposed on elastic constants. To 
satisfy the second law of thermodynamics it is required 
for the stiffness tensor to be a positive-definite tensor, 
namely that all of its eigenvalues (termed the Kelvin 
moduli) are positive [30]. For a general plane orthotropic 
tensor given by Eq. (10), this requires that:

3.3 � Objective function

The objective function, i.e., the sum of squares of residua 
of sub-equilibrium equations, is evaluated for a given set of 
experimental data and current estimates of values of mate-
rial parameters.

3.3.1 � Flowchart of the algorithm

In the flowchart presented below, the indices i = 1, 2, ..., I 
and k = 1, 2, ...,K correspond to ith sample and kth profile, 
respectively. Because only small strains (linear elasticity) 
are considered, the difference between the reference and 
actual configuration of a body has a minor influence on the 
described procedure and may be disregarded. In the follow-
ing description, coordinates x denote the position in the ref-
erence configuration. 

	 1.	 Consider the ith sample.
	 2.	 Perform the measurement of the magnitude of external 

load F(i)
exp and DIC measurement of the displacement 

field u(i)(x).
	 3.	 Determine the Cauchy small strain tensor field �(i)(x).
	 4.	 Define the set of profiles �k that intersect the sample. 

The profiles are in fact polygon lines, the segments of 
which are all of length Δs.

	 5.	 Determine the outward unit vector n(i,k)(x) perpendicu-
lar to the profile for each segment of the profile �k.

	 6.	 For each segment of profile �k , calculate the cor-
responding Cauchy small strain tensor �̃(i,k)—it is 
obtained as the arithmetic mean of strains belonging 
to the neighborhood of the center of the considered 
segment of radius Δs

2
 , (Fig. 2).

(12)
(S1111 + S2222) +

√
(S1111 − S2222) + 4S2

1122
> 0,

(S1111 + S2222) −

√
(S1111 − S2222) + 4S2

1122
> 0,

S1212 > 0.

	 7.	 For each segment of profile �k , calculate the corre-
sponding stress tensor �(i,k) according to the relation 

	 8.	 Determine the stress vectors (internal tractions vector) 
according to the Cauchy stress theorem: 

	 9.	 Project the stress vector in all points of each profile 
onto the direction of external loading force given by 
unit vector m and integrate stresses to obtain the sum 
of the system of internal forces (Fig. 3): 

	10.	 Repeat steps 5–9 for all K profiles.
	11.	 Repeat steps 1–9 for all I samples.
	12.	 Calculate the value of the objective function which is 

the sum of squares of the residua of sub-global equi-
librium condition: 

 where vector p(n) contains the current estimate of elas-
tic material parameters.

The above algorithm was written for a continuum. 
DIC gives us discrete set of data for which the processing 
requires a numerical approach. The procedure described 
in Sect. 3.3.1 has been implement in Python programming 

(13)�
(i,k) = S ⋅ �̃

(i,k).

(14)t(i,k)(x) = �
(i,k)(x) ⋅ n(i,k)(x), x ∈ �k.

(15)F(i,k)
�

= ∬
�k

[
t(i,k)(x) ⋅m

]
da.

(16)g(p(n)) =

I∑
i=1

K∑
k=1

(
F(i)
exp

− F(i,k)
�

)2

,

Fig. 2   Set of points taken into account when computing the stress 
tensor for a segment of a profile
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language as the extension module for the ThermoCorr pro-
gram [31]. The Nelder–Mead downhill simplex method was 
implemented according to previous work [32].

3.4 � Optimization subroutine

The considered optimization task is a common problem of 
the minimization of the residual sum of squares (RSS). Mul-
tiple algorithms for solving such problems are known. In this 
article, the optimization task is solved with the use of the 
Nelder–Mead downhill simplex method, commonly referred 
to as the “amoeba method” [33]. The optimization is per-
formed in an N-dimensional space of admissible values of 
control parameters P ∈ ℝ

N . At the beginning of the optimi-
zation process, (N + 1) sets of initial guess values are 
assumed as p(q) =

(
p
(q)

1
, p

(q)

2
, ..., p

(q)

N

)
, (q = 1, ...,N + 1) . 

These sets correspond with the (N + 1) coordinates of verti-
ces of an N-dimensional simplex in P , which is the generali-
zation of the simplest possible polyhedron for N 
dimensions.

The value of the objective function is then calculated for 
each of those sets g(p(q)) (q = 1, ...,N + 1) and the obtained 
values are arranged in increasing order, so that the last set 
provides the worst estimate. The centroid is then calculated 
for all but the last vertices. In the following steps, the sim-
plex is transformed in such a way that the vertex correspond-
ing with the worst try is reflected about the centroid, its 
distance from the centroid is expanded or contracted or the 

whole simplex is shrunk. The procedure is repeated until one 
of the criteria given in Eq. (17) is satisfied. In the presented 
implementation of the Nelder–Mead method, the algorithm 
is terminated if either the number of iterations maxiter 
exceeds 200 or the absolute value of difference of estimates 
of unknown parameters at the nth and (n + 1) st iteration will 
be less than 0.001:

The downhill simplex optimization algorithm proves to be 
very sensitive to initial guess values, which should be chosen 
with care. The Nelder–Mead method is also very sensitive 
to the scaling of control variables. The choice of an appro-
priate set of control variables must be made with care. The 
best convergence is obtained when these variables are of the 
same sign and order of magnitude. Magnitudes of elastic 
constants which are usually used in the material’s descrip-
tion, namely, e.g., Young’s modulus, Poisson’s ratio or 
Kirchhoff’s modulus, may often be of a distinct order for 
typical engineering materials. Regarding the components of 
stiffness tensor Sijkl , their magnitudes are usually of a similar 
order; however, they might be of different sign. While for 
most natural materials the signs of all components may be 
predicted, there are both natural and manufactured materials 
for which such a prediction is not so obvious—this espe-
cially regards auxetics or materials of low elastic symmetry. 
For this reason, the following approach was used: based on 
results of preliminary uniaxial tests performed with the use 
of standard testing techniques, approximate values of some 

(17)(maxiter > 200) ∨
(|p(n) − p(n+1)| < 0.001

)
.

Fig. 3   Evaluation of the objec-
tive function
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elastic constants should be determined to find any initial 
guess of the stiffness tensor components. This first approxi-
mation of the solution was assumed in the form of the iso-
tropic fourth rank tensor, the components of which are con-
sidered to be the reference values Sref

ijkl
 for those determined 

in subsequent iteration steps. Initial values of scaling param-
eters pn which are the coordinates of vertices of initial sim-
plex in the scale of control variables, are determined in such 
a way that components of the stiffness tensor are scaled ran-
domly and independently one of another. Despite the diffi-
culties mentioned above, the Nelder–Mead algorithm proves 
to be very efficient. One hundred optimization tasks for a set 
of one hundred profiles each performed with the use of a 
single core computation of a standard personal computer are 
completed in approximately 1 min.

3.5 � Considered load step

Experimental results may in general consist of measure-
ments of the external load for each sample at every load step. 
Because linear elasticity is investigated, only a single load 
step is considered, namely the one beyond which violation 
of linearity exceeds an assumed threshold.

Since the stress magnitude is unknown at the beginning 
of the process of material’s identification, the linear range 
of elastic deformation is assumed to end when the linear-
ity of the relation between recorded force and displacement 
is violated. The measure of non-linearity of the force–dis-
placement relation is defined as the relative drop in sample’s 
global stiffness k(u) = F(u)

u
 , where F(u) is the force corre-

sponding with the displacement u. It is assumed that within 
the range of linear deformation, following inequality holds 
true:

where initial stiffness k0 and final stiffness in the linear elas-
tic range kend are the slopes of the force–displacement curve, 
calculated with the use of linear regression. The threshold 
value was assumed � = 0.01.

3.6 � Profiles generation

The profile which is a curve of intersection of the sample’s 
plane and surface of the imaginary cut, which is perpendicu-
lar to the latter plane, is determined as a sigmoid logistic 
curve given by the following formula:

(18)
||k0 − kend,

||
k0

< 𝜖,

(19)y(x) =
A

1 + e�(x−xm)
+ B,

where x and y are the coordinates (in pixels) in the gauge 
area. The shape of the curve depends on four parameters: 
parameters A and � are the vertical and horizontal scaling 
parameters, respectively—they determine the slope of the 
“step”. Value � = 0 correspond with a straight line profile, 
while for � ⟶ ∞ the profile converges to the step function. 
Parameters B and xm are responsible for vertical and horizon-
tal shifting, respectively. Equation (19) determines only the 
analytical approximation of the final polygonal chain curve, 
the vertices of which are determined in such a way that the 
distance between any two such vertices is fixed and equal Δs , 
and will be referred to as the stress-averaging radius (Fig. 4). 
This modification is introduced to perform numerical inte-
gration of stress vector field along the polygonal chain curve.

3.7 � Results processing

The Nelder–Mead optimization is performed multiple times 
for different sets of profiles as the results are sensitive to the 
choice of imaginary cut-surfaces. To minimize the influence 
of the choice of set of profiles, an average of the obtained 
results is considered. It is important to underline that these 
multiple calculations are performed with the use of just a 
single displacement measurement (for each considered sam-
ple), so this procedure does not require any multiple sample 
testing, which is the most time consuming and costly step in 
the process of the identification of the material’s mechanical 
characteristics.

Fig. 4   Examples of generated profiles
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4 � Materials and methods

4.1 � Material structure

Two materials have been examined—a 310S austenitic steel 
sheet and a 3-layer carbon-fiber-reinforced polymer (CFRP) 
(Fig. 5a). The 310S steel is a single-phase material with 
medium stacking fault energy (SFE) which along with the 
high nickel content assure the lack of deformation induced 
phase transformation. The microstructure studies for steel 
were conducted using a Zeiss Crossbeam 350 scanning elec-
tron microscope (SEM). The EBSD grain orientation map 
and the corresponding (111) and (100) pole figures suggest 
that the considered steel sheet has a small crystallographic 
texture. Such texture is a result of both cold rolling and 
applied heat treatment, i.e., annealing and subsequent water-
spray quenching. For this reason, isotropy of the material is 
not assumed in advance and for the purpose of the identi-
fication of the constitutive relations of steel, it is described 
with the use of an orthotropic stiffness tensor, with one of 
the axes of symmetry coinciding with the rolling direction.

The tested composite was made of three layers of 2 × 2 
twill 3k carbon fiber cloth with epoxy resin matrix. The top 
view of the woven structure of the composite sheet as well as 
the cross section are shown in Fig. 5b. Multiple approaches 
for the description of the composite were tested. A “step-
like” or “strip-like” pattern of the strain field suggested the 
use of a non-homogeneous continuum for description; how-
ever, the hidden and irregular internal structure of the mate-
rial made it impossible to determine the precise position, 
size and orientation of sub-regions exhibiting more or less 

uniform mechanical properties. Planes of symmetry of the 
microstructure of CFRP are clearly visible—this indicates 
that the material exhibits plane symmetry of square. Such a 
symmetry is not assumed in advance and in the procedure 
of material identification, the composite is described with 
the use of an orthotropic stiffness tensor. Axes of symmetry 
of the orthotropic structure are assumed to be aligned with 
the direction of fibers.

4.2 � DIC analysis

Two types of samples were cut out from the 1-mm-thick 
sheets of the presented materials (Fig. 6b). The geometry 
of the standard dog-bone specimen was modified either by 
making an arc notch on the right-hand side (Sample A) or by 
introducing a hole positioned asymmetrically (Sample B). 
The geometry of samples was chosen to be of such a kind 
that the resulting strain field was inhomogeneous and that 
all components of the elasticity tensors could be taken into 
account even though only a single sub-global equilibrium 
condition governed the identification procedure. Another 
purpose of such a sample geometry is to show that the inac-
curacies in the sample preparation causing possible hetero-
geneity in the distribution of displacement do not violate 
the obtained results since a full-field DIC measurement is 
performed and then analyzed.

The top surface of the samples was painted to obtain a 
suitable speckle pattern for DIC analysis. The steel sam-
ples were covered by soot with spread white dots whereas 
for composite samples, only small dots of white chalk were 
spotted. All prepared samples were deformed using a MTS 

Fig. 5   Material structure of the a austenitic steel and b CFRP
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Fig. 6    Randomly generated set 
of profiles for i=1 (sample A) 
and i=2 (sample B)
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858 testing machine under displacement-controlled uniaxial 
tension with a displacement rate of 0.015 mm/s up to the 
maximum displacement value of 1 mm. Due to inhomo-
geneous deformation of the sample the value of the strain 
rate was calculated as the average value of strain rate field 
obtained using DIC method [34]. The calculated values for 
all studied cases were approximately equal to 1 × 10−4 1/s.

The experimental setup and the sample placed in the dedi-
cated grips of the testing machine are presented in Fig. 6a 
(the bottom grip is fixed and the upper grip is mobile). The 
applied displacement rate corresponds to the quasi-static 
deformation process. Each of the samples was deformed 
beyond the elastic range to estimate the elastic limit. During 
all tests, the deformation of the sample surface was observed 
in the pco.edge 5.5 visible range camera and the sequence 
of gray-scale images was recorded. Camera parameters are 
shown in Table 1.

4.3 � FEA‑based verification method

A FEA-based verification was performed to check the cor-
rectness of the implementation of the algorithm, find optimal 
values of algorithm parameters, and estimate the error in the 
results obtained with the use of the SGE method. The results 
of the FEM analysis performed for materials of known con-
stitutive law were used to mimic the experimental result 
of the DIC analysis. DIC data points were determined as 
being equal to nodal displacements of the FEM model. A 
specification algorithm based on SGE approach was then 
performed to find material constants and calculate the error 
of the method by comparing the obtained results with known 
values of elastic constants prescribed in the benchmark FEM 
model.

Generally, any deformation process can be used for veri-
fication of the proposed method; however, it was assumed 
that the deformation process should be possible to perform 
in experimental conditions. Therefore, in the first step, 

the finite element model of the experiment described in 
the previous section was created. Based on the developed 
numerical model, the numerical simulation of a quasi-
static tensile loading process was performed to obtain the 
displacement field. Two classes of material were inves-
tigated—the first one exhibiting isotropic behavior and 
the second one exhibiting orthotropic behavior. Values of 
elastic constants assumed in the benchmark FEM model 
are given in Table 2.

For this type of material model, the stiffness tensors for 
the plane stress condition may be represented by matrices 
of the following form:

where E stands for Young’s modulus and � is the Poisson’s 
ratio for isotropic material, while Ex and Ey correspond to 
the directional Young’s moduli related to the principle axes 

(20)

�
iso =

E

1 − �2

⎡
⎢⎢⎣

1 � 0

� 1 0

0 0 1 − �

⎤
⎥⎥⎦
,

�
��� =

⎡⎢⎢⎢⎣

Ex

1−�xy�yx

�yxEx

1−�xy�yx
0

�xyEy

1−�xy�yx

Ey

1−�xy�yx
0

0 0 2Gxy,

⎤⎥⎥⎥⎦
,

�xy =
Ex

Ey

�yx,

Table 1   Parameters of the pco.edge 5.5 visible range camera used in 
DIC measurements

Parameters Value

Resolution (px) 1810 × 2560
Recording frequency (Hz) 10
Exposure time (ms) 1.5
Pixel size ( �m) 21

Table 2   Assumed material constants for isotropic and orthotropic material used in the verification procedure, similarly to those outlined in [10]

Isotropic material Orthotropic material

E = 200 GPa � = 0.3 Ex = 200 GPa Ey = 100 GPa �xy = 0.3 Gxy = 100 GPa

Fig. 7   Finite element models of tension tests for two kinds of sam-
ple—(1) Sample A, (2) Sample B. The marked red regions corre-
spond to the ROI used in DIC analysis
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of orthotropy, �xy , �yx are the Poisson’s ratios and Gxy is the 
shear modulus. In each case of the considered material, two 
sample configurations were considered corresponding with 
Sample A and Sample B used in the experiments (Fig. 7).

The set of nodes on the sample surface is defined in such 
a way that it mimics the ROI (region of interest in DIC 
analysis). Only the displacement values in this region are 
taken into account in calculations performed with the use 
of the SGE method. Additionally, the distribution of nodal 
reaction forces obtained from the simulation was summed 
to find the global reaction force which can be interpreted as 
a force measured by a testing machine in a real experiment.

The algorithm has been realized for both materials with 
the use of three data sets. The first set contained only data 
corresponding with Sample A, the second set concerned 
Sample B, while the third set contained data sets corre-
sponding with both samples. For each of these three data 
sets, a specification algorithm was performed multiple 
times using different number of generated profiles K. The 
parameters of the Nelder–Mead optimization algorithm 
were taken as commonly chosen defaults: reflection coef-
ficient � = 1.0 , expansion coefficient � = 2.0 , contraction 
coefficient � = 0.5 , shrink coefficient � = 0.5 . The length of 
a single straight segment in the polygon curve defining the 
profile was always assumed to be equal the average distance 
u between data points. Calculations have been performed for 
K profiles, K being the integer within the interval (1; 100). 
For each value of profile number, the algorithm was realized 
100 times, each time for a randomly generated set of profiles. 
An example of such profiles for a different number of K is 
shown in Fig. 8.

After each computation, an error of the estimation of 
elastic constants was calculated—it is defined as a norm of 
difference between true stiffness tensor (the one assumed 
in the benchmark model) and of the stiffness tensor esti-
mated with the use of SGE method. The created FE model 
is three-dimensional, which gives full-field 3D displacement 
field, while the measurement of displacements by the DIC 
method is only two-dimensional. The obtained error of the 
SGE method also takes into account this fact, i.e., satisfying 
the plane stress condition and verification of whether the 
out-of-plane deformation is negligible. The total error is then 
calculated as the sum of the error of the SGE method itself 
and the errors related to the previously mentioned effects.

5 � Results and discussion

5.1 � Numerical verification

In the first step, the numerical validation of the proposed 
SGE method was performed. A benchmark displacement 
field as well as the global reaction forces were determined 
with use of the Abaqus FE software for the a priori-
assumed values of elastic constants (Table 2). Benchmark 
displacement fields were determined for two different sam-
ple configurations—Sample A and Sample B—the same 
as those used in the experiment. The calculated bench-
mark fields together with the force-displacement curves 
are shown in Fig. 9. Due to the fact that the linear elastic 
behavior of the material is assumed, only one calculation 
step in FEA is required. As it was expected for all cases, 

Fig. 8     a Experimental setup consisting of MTS testing machine and visible range camera; b geometry and dimensions of tested samples 
together with speckle pattern and region of interest (ROI) used in DIC method
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the distributions of displacement components ux and uy 
(Fig. 9a) are heterogeneous and asymmetrical, mainly due 
to the specific geometry of the sample. Although the simu-
lations are performed for two different material models, 
the obtained distributions are similar. By integrating the 
obtained stress, the vertical reaction force corresponding 
to the prescribed displacement ū of each sample was deter-
mined (Fig. 9b).

The presented maximum force value is different for each 
case and it depends mainly on the assumed material con-
stants. The results presented in Fig. 9 were used as the input 
data for the developed SGE method. Based on the input 
data, the strain distributions were calculated using first order 
polynomial approximation (Fig. 10). As in the case of the 
displacement field, the obtained distributions of strain are 
similar.

The mean relative errors between the known benchmark 
values of elastic constants and those estimated with the use 

of SGE method for different data sets (Sample A, Sample 
B, and both Samples) are presented in Tables 3 and 4 for 
isotropic material and for anisotropic material, respectively.

The influence of the number of profiles K on the relative 
error of Young’s moduli E (for isotropic material) and Ex (for 
orthotropic material) is shown in Fig. 11.

According to the obtained results, the following general 
conclusions may be made:

•	 The mean value of the relative error obtained for one 
hundred algorithm runs prove to be generally insensi-
tive to the number of profiles considered for both iso-
tropic and orthotropic material. Typically, a spread of the 
results decreases gradually with the number of profiles 
for all considered elastic constants. This means that if 
the solution is obtained as the mean result of a greater 
number of simulations, it does not really matter if only a 

Fig. 9   a Displacement field for the gauge section based on the finite element calculations for isotropic and orthotropic material model;  b global 
responses of the samples for a prescribed displacement ū = 0.1mm
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single profile is generated or a large profile set is consid-
ered.

•	 The relative error of obtained elastic constants is defi-
nitely smaller for isotropic material than for orthotropic 
material. This is directly related to the number of the 
unknowns in the optimization algorithm. For the consid-
ered material models, there are two and four unknowns 
for isotropy and orthotropy, respectively. The greater the 
number of unknowns, the lower the accuracy of their 
determination. The optimization algorithm is more likely 
to find rather a local than a global minimum for a large 
number of unknowns.

•	 A general conclusion may be made that data obtained 
with the use of Sample B, due to a strong localization 
of strain in the vicinity of a hole, enable specification of 
elastic constants only with greater error than if Sample 
A was used. It may be expected that any sample configu-
ration resulting in high strain localization (e.g., notched 

Fig. 10   Calculated strain field for the studied cases using polynomial approximation

Table 3   The mean relative error 
for the isotropic material model

Mean rela-
tive error 
(%)

A B A + B

E 2.70 3.56 3.49
� 2.66 4.01 3.77

Table 4   The mean relative error for the anisotropic material model

Mean relative error (%) A B A + B

Ex 3.23 4.37 3.82
Ey 13.10 16.57 17.58
�xy 10.85 9.46 9.21
Gxy 5.15 3.87 2.02
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samples) may also provide data, for which the results of 
optimization is flawed with a greater degree of error.

•	 In the case of the data set containing displacements of 
both types of samples, similar dependencies may be 
observed as in the case of Sample B alone. One pos-
sible explanation is that the data for which the algorithm 
converges to a solution flawed with greater error makes a 
greater contribution to amplifying the value of the objec-
tive function, which is defined as a cumulative square 
error in satisfying the equilibrium equation. The result 
is that the optimal solution obtained with the use of both 
samples tends to produce greater error. In the view of 
this observation, results obtained for Sample B could be 
interpreted as outliers in regression performed with the 
use of the least squares method.

5.2 � Experimental results

In a similar manner as presented in the previous section, the 
proposed method was used to identify material constants 
for the two materials described in Sect. 4. The structural 
characteristics of the material suggest that both considered 
materials can be modeled in the elastic range using ortho-
tropic Hooke’s law. The analyzed steel material should be 
nearly isotropic whereas the composite should exhibit the 
plane symmetry of a square. Following the steps of the 
SGE method, the displacement field obtained using the DIC 
method as well as the macroscopic responses of the studied 
cases are shown in Fig. 12.

Using Eq. (18), the limits of the linear elastic range were 
calculated. The vertical lines in Fig. 12b correspond to these 
limits. It may be noticed in Fig. 12b that distributions of 

displacement component ux for composite materials exhibit 
a specific pattern of stripes inclined to the direction of fibres 
at an angle of 45◦ . This phenomenon depends on the internal 
woven structure of the composite. Similar results have been 
reported in the literature [35]. By calculating the displace-
ment gradients, the strain field can be determined (Fig. 13). 
The specific geometry of the samples causes strain concen-
trations, and in the case of composite samples, a repeating 
pattern of high/low strain values is observed.

The elastic constants obtained using the SGE method for 
both steel and composite are presented in Table 5.

The results obtained for both steel and composite samples 
exhibit good repeatability regarding the use of different sam-
ple sets. In the case of austenitic steel for all considered sam-
ple sets, the obtained values of the Ex modulus are always 
slightly higher than those of the Ey . This can be related to 
the initial rolling texture of the tested steel, where x and y 
principal directions correspond to the rolling and transverse 
directions, respectively. In case of the composite material, 
the obtained Ex and Ey values are similar, as it should be 
expected, taking into account the microstructure of the tested 
CFRP material; however, the Ex values are always slightly 
lower than Ey.

5.3 � Comparison with the results of standard tests

The material’s elastic properties obtained using the proposed 
method were compared to those determined experimentally 
with the use of standard testing techniques. The uniaxial 
tension test was performed on standard geometry samples 
(see Fig. 6b) along the 0◦ , 45◦ and 90◦ angles from the roll-
ing direction in steel and the first axis of orthotropy in the 

Fig. 11   Relative errors of Young’s modulus as a function of number 
of profiles for a isotropic material and b orthotropic one. For each 
number of profiles one hundred algorithm runs was carried out (each 

point corresponds to one algorithm run). Standard deviation for one 
profile (std

1
 ) and one hundred profiles (std

100
 ) is shown
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composite. During experiments, images of the surface of 
the samples were acquired. To obtain the macroscopic axial 
strain, a virtual extensometer was marked on the reference 
image and the elongation between the points lying on the 
ends of the sample’s gauge part was measured using the DIC 
method. The macroscopic stress was obtained based on the 
force measured by the testing machine and the geometry of 
the sample. The obtained stress–strain curves for steel and 
composite are presented in Fig. 14.

In the bottom row of Fig. 14, the early stage of the deforma-
tion process (up to 1% macroscopic strain) is shown. It can be 
seen that composite samples elongated along 0◦ and 90◦ angles 
fracture at less than 0.5% macroscopic strain. With regard to 
the 45◦ angle, the sample’s behaviour is quite different. In this 
direction, the matrix deforms rather than fibres and as a result, 
the flow stress is much lower. The Young’s modulus for both 
materials and all angles was determined as the slope of the 
linear part of the stress–strain curve (shown enlarged in the 
bottom row of Fig. 14). It can be seen that longitudinal stiff-
ness of steel depends only to small extent on the orientation 
of load, which corresponds with the slight texture observed 
in the EBSD image. To make it possible to take this variation 

of Young’s modulus into account, it is necessary to consider 
the material orthotropic. With regard to the composite, for 
the 0◦ and 90◦ angles, the slope of the elastic range is simi-
lar, which results from the composite structure. As expected, 
for the 45◦ angle, the material’s response is significantly less 
stiff than for the other two. Additionally, the transverse strain 
was also determined using the DIC method and the Poisson’s 
ratio �yx was obtained as the negative of the ratio between the 
transverse and axial strains. Regarding the shear modulus, its 
experimental determination was not considered in the paper. 
The experimentally obtained directional values of E and � for 
steel and composite are presented in Table 6.

Based on the material constants determined using the pro-
posed method, the directional Young’s modulus may be cal-
culated according to the following relationship:

where C is the compliance tensor and n is the unit directional 
vector. The obtained values of E(n) for n corresponding to 
the 0◦ , 45◦ and 90◦ angles were compared to the experimental 

(21)E(n) =
1

(n⊗ n) ⋅ C ⋅ (n⊗ n)
,

Fig. 12   a Displacement field obtained using DIC method;  b  the raw data from the testing machine in the form of force as a function of the 
applied displacement—the dashed lines correspond to the end of linear elastic range
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results. Ex and Ey are obtained directly from the SGE algo-
rithm run, while Eq. (21) gives us:

Comparison of the results of the application of the SGE 
method and those obtained with the use of standard testing 
methods is summarized in Table 7.

In the case of steel samples, the relative difference 
between values of Young’s modulus estimated by the SGE 
and those determined in standard tests is less than 10% of the 
value obtained with the use of SGE for each data set. In the 
case of all data sets corresponding with composite samples, 
the relative difference does not exceed 6.5% regarding Ex 
and Ey . The discrepancy between estimates of E45 are far 

(22)E45 = 4

[
1

Gxy

+
1

Ey

+
1

Ex

−
�xy

Ex

−
�yx

Ey

]−1
.

larger, reaching around 30% . The values of Poisson’s ratio 
estimated by the SGE method differ from those determined 
in via the DIC analysis in standard tests with not more than 
11% with regard to both materials in the case of all data 
sets. Better estimates are obtained for Sample B or when 
multiple samples are considered. In the case of composite 
material, the best estimates are obtained if Samples A and 
B are considered together.

To check whether the proposed SGE method or the 
standard approach gives a better estimation of the set of 
orthotropic elastic material constants, the force calcula-
tion procedure based on Eq. (15) was used. In the first step, 
the stiffness tensors Sstd and SSGE were calculated based on 
the material constants obtained for the standard method 
and SGE method, respectively. The corresponding stress 
fields �std and �SGE were then determined based on the 

Fig. 13   Calculated strain field for the studied cases using first order polynomial approximation

Table 5   The orthotropic 
material parameters for both 
steel and CFRPcomposite 
identified using the SGE 
method

Steel Composite

A B A + B A B A + B

Ex (GPa) 192.2 197.1 201.3 68.9 66.5 65.2
Ey (GPa) 172.3 174.6 174.6 72.4 73.3 70.5
�xy (–) 0.30 0.31 0.31 0.18 0.22 0.19
Gxy (GPa) 77.2 75.4 78.6 3.1 3.2 3.3
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experimentally obtained strain field from the DIC method 
using Hooke’s law. Next, the set of randomly generated pro-
files was created to determine the corresponding set of the 
internal forces. The number of profiles equal to K = 100 was 
set to take into account different local stress states of the 
loaded sample. The relative errors REstd and RESGE between 
the experimentally measured force for each sample and the 

mean integrated internal forces obtained for the set of gen-
erated profiles obtained for both methods are presented in 
Table 8.

The obtained results indicate that in each case, the SGE 
method gives a lower relative error, which suggests that the 
assessment of the set of elastic material constants provided 
by the proposed SGE method is better. This can be due to 
the SGE method being, in contrast to the standard method, 
not sensitive to the boundary conditions (accuracy in sample 
preparation, alignment of the sample and testing machine 
grips, etc.). Moreover, from the two considered sample 
geometries, Sample A always gives better results than Sam-
ple B, regardless of the material. It may be a result of the 
high local stress concentration close to the hole.

Fig. 14   The stress–strain curves 
obtained for steel and compos-
ite; in the lower row, the elastic 
ranges for both materials are 
shown enlarged

Table 6   The directional values 
of the Young’s modulus and 
Poisson’s ratio for steel and 
composite obtained using 
standard approach on the basis 
of uniaxial tensile test for 
differently oriented samples

steel composite

Ex (GPa) 181.5 69.3
E45 (GPa) 177.6 15.3
Ey (GPa) 168.7 70.2
�xy (–) 0.3 0.2
�yx (–) 0.3 0.2

Table 7   The directional values of the Young’s modulus for steel and 
for composite obtained based on the proposed SGE method and using 
standard method

Steel (data set A) Composite (data set 
A + B)

SGE Standard SGE Standard

Ex (GPa) 192.2 181.5 65.2 69.3
E45 (GPa) 190.4 177.6 12.2 15.3
Ey (GPa) 172.3 168.7 70.5 70.2

Table 8   Comparison of the mean relative errors REs of the experi-
mentally measured macroscopic force with that calculated using 
Eq. (15) based on the stiffness tensor obtained using the standard and 
SGE methods

Steel Composite

Sample A Sample B Sample A Sample B

REstd (%) 6.62 5.57 15.57 14.96
RESGE (%) 3.46 4.35 13.39 13.79
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6 � Summary and conclusions

The new algorithm for the identification of the elastic prop-
erties of material has been proposed. The proposed sub-
global equilibrium (SGE) method allows identification of 
the material constants for an assumed constitutive relation 
by minimization of the residuum of the equilibrium equation 
between a known external load and internal forces estimated 
according to the DIC measurement. An important advan-
tage of the proposed method over standard testing proce-
dures is that some unavoidable imperfections in the sample 
preparation do not influence the final result since not only 
is the global force–displacement relation recorded and ana-
lyzed but the whole high-resolution full-field measurement 
is taken into account. However, in the case of anisotropic 
materials, if orientation of the axes of symmetry of the mate-
rial is assumed, proper alignment of the sample is required, 
otherwise an additional orientation parameter needs to be 
included in the set of unknowns.

The proposed method is based on the most fundamental 
concept of static equilibrium and on the basic definition of 
internal forces. The only input required is the DIC meas-
urement, contrary to VFM in the case of which it is nec-
essary to determine appropriate kinematically admissible 
displacement fields. The computation in the SGE method is 
straightforward; with the exception of repeating independent 
algorithm runs to achieve better accuracy, the method does 
not require any iterative update procedures as is needed in 
the case of FEMU methods.

Numerical verification of the proposed method has been 
performed. FEA displacement results were used as a simu-
lation of DIC measurement. Good agreement between SGE 
estimates and assumed benchmark values of elastic constants 
confirms the correctness of the algorithm. Performed numer-
ical verification enables the formulation of some general 
conclusions. If the final estimate is computed as an average 
of results obtained in 100 algorithm runs, then it does not 
depend on the number of profiles.

Two materials have been investigated experimentally—
steel exhibiting slight texture and a woven CFRP composite. 
Within the range of small strains, both of these were gener-
ally considered as linear elastic and orthotropic. Compo-
nents of plane elasticity tensors have been determined with 
the use of the proposed SGE method, based on experimen-
tal results obtained for two sample types for both steel and 
composite. The obtained results were then compared with 
results obtained with the use of standard testing techniques. 
The error analysis has shown that the SGE method gives 
more accurate results even though they are obtained for one 
sample only, whereas the standard method requires at least 
three adequately oriented samples. Moreover, from two con-
sidered sample geometries, Sample A always gives better 

results than Sample B regardless of the materials. It is worth 
noting that results obtained using the proposed SGE method 
could be even more accurate if one optimized the sample 
geometry from the point of view of the desirable heterogene-
ity of the stress field.

According to the results of numerical verification with 
the use of benchmark FE models as well as the results of 
experiments, it may be concluded that the specification 
based on data referring to multiple samples should provide 
more reliable results (as it can be seen in the case of steel 
samples), but in general, they may also accumulate errors 
respective of each sample type (as in the case of CFRP). 
This may be understood in terms of the assumed method for 
residuum minimization, namely the least squares method. 
Residua calculated for multiple distinct sample types may 
in general be more strongly scattered than those obtained 
for just a single sample type. For this reason, some of the 
residua being minimized should be considered as outliers 
with regard to the whole data set. It is known that the least 
squares method is sensitive to this type of data variation. For 
this reason, it should concluded that a different minimization 
algorithm may provide even better results. This could be the 
weighted least squares method in which a scalar weight is 
attributed to each residuum. The objective function could 
then be defined as follows:

where w(i) is weight respective for ith sample type. It may be 
estimated with the use of FE analysis of benchmark mod-
els for a given sample geometry and material type. Further 
improvement of the objective function g may include the use 
of non-dimensional quantities (similarity numbers).

The presented SGE method may be also easily general-
ized to make it capable of describing non-linear problems. 
Regarding the physical (constitutive) non-linearity, the 
deformation process should be divided into J steps, residuum 
of equilibrium equations should be calculated for each jth 
load step, and the sum of squares of these residua should be 
minimized. Regarding the geometrical non-linearity (finite 
strain), either of the two descriptions of non-linear elastic-
ity—material (Lagrangian) or spatial (Eulerian)—may be 
used. In each of these cases, tensorial measures of stress 
and strain need to be chosen appropriately for the chosen 
description, e.g., making use of the notion of energy conju-
gacy. Integration of stresses along profiles may then be car-
ried out either in the actual configuration or in the reference 
configuration whether either nominal stress is introduced or 
the well-known Nanson’s formula is used.

The idea of sub-global equilibrium may also prove use-
ful in the specification of constitutive relations which are 
impossible to be identified with the use of standard testing 

(23)g(p(n)) =

I∑
i=1

K∑
k=1
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w(i)

(
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− F(i,k)
�

)2
]
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techniques due to the complexity of constitutive law and the 
technical constraints imposed by the nature of the global 
force–displacement measurement (e.g., Mindlin’s second 
gradient continua or Cosserat micropolar continua). Imple-
mentation of the improvements mentioned above as well 
as its numerical and experimental verification is within the 
scope of further development of the proposed SGE method.
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