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Abstract 

Background: General data protection regulation (GDPR) provides rules according to 

which data should be managed and processed in a secure and appropriate way for patient 

requirements and security. Currently, everyone in Europe is covered by GDPR. Thus, the 

medical practice also requires access to patient data in a safe and secure way. 

Methods: Holographic technology allows users to see everything visible ona computer 

screen in a new and less restricted way, i. e. without the limitations of traditional computers 

and screens. 

Results: In this study, a three-dimensional holographic doctors’ assistant is designed and 

implemented in a way that meets the GDPR requirements. The HoloView application, 

which is tailored to run on Microsoft HoloLens, is proposed toallow display and access to 

personal data and so-called sensitive information of all individual patients without the risk 

that it will be presented to unauthorized persons. 

Conclusions: To enhance the user experience and remain consistent with GSPR, a 

holographic desk is proposed that allows displaying patient data and sensitive information 



only in front of the doctor’s eyes using mixed reality glasses. Last but not least, it boasts of 

a reduction in infection risk for the staff during the COVID-19 pandemic, affording medical 

care to be carried out by as few doctors as possible.  
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Introduction 

The general data protection regulation (GDPR), formally called Data Protection 

Directive 95/46/EC, entered into force in May 2016, and European Union (EU) countries 

had to transpose it into their national law by 25 May 2018 [EU, 2018]. This legislation 

consists of 99 articles and deals with the protection of the personal data and so-called 

sensitive information of all individual EU citizens, and those of the European Economic 

Area (EEA) inside and outside the EU community. It also protects a person and access to 

European or non-European businesses [1]. What is personal data? According to the 

European Commission, personal data is any information connected with a citizens private, 

professional, and/or public life [2]. These are, among others, data like names, surnames, 

photos, home address or social media activities [Article 2, Article 4(1) and (5) and Recitals 

(14), (15), (26), (27), (29) and (30)] [3] The second type of information, i.e., sensitive data 

are related to racial or ethnic origin, political opinions, religious or philosophical beliefs, 

genetic data, biometric data, health-related data as well as sexual orientation of individuals 

[Article 4(13), (14) and (15) and Article 9 and Recitals (51) to (56)] [4]. GDPR is similar to 

US privacy law and Federal Trade Commission settlements with companies, but is more 

restrictive. The impact of GDPR on health services and clinical research on a human 

subject is, therefore, essential in all aspects [6]. Doctors are obliged to comply with its 

procedures from information to patients to data sharing requirements. The general 

principles that should be applied to patients’ data are described in Article 5. All personal 

data of subjects should be available only for a chosen doctor. This is a huge technological 

challenge. Still, in doctor practices, one can find desks and files full of different types of 

documentation, books, patient data, and other information. Digitalization is an evolving 

field and progresses continually, but there is still much to do. An increasing number of 

doctors have been using this data in their exam rooms, on their tablets, PC’s and laptops. 

All of those devices have the same limitation, a finite amount of information that can be 



displayed at the same time. Besides that, in most of the cases, a screen with restricted 

details can be viewed by anyone in the examination room.   

Immersive technologies such a virtual reality (VR), augmented reality (AR), and mixed 

reality (MR) join the real world with a computer-generated one providing a composite view 

[6]. AR is an enhanced version of the physical world through the use of different stimuli 

like audio or vision. Applying additional elements to three-dimensional (3D) virtual images 

should be happening in real-time, be interactive, and enable users, who usually wear a 

head-mounted display, free movement in three dimensional displays [7, 8]. Mixed reality is 

a hybrid of both augmented and virtual realities. AR/VR/MR devices offer a new quality 

for art and entertainment [9, 10], maintenance [11, 12], architecture [13], industry [14] 

healthcare delivery and education in medicine [15]. Recently, the number of applications in 

the healthcare sector have systematically increased. In Tepper et al.’s study [16], 

augmented reality was used in the operating room to improve the decision-making process 

and improve the surgeon workflow. It is also increasingly applied in the education sector, 

like anatomy [17], nursing [18, 19], and neurology [20] courses. AR-based clinical 

experience allows visually assessing both the external form and an internal organ structure. 

To introduce this new technique, it is necessary to use specific devices, i.e., head-mounted 

displays, and various sensors, which will be applied in the diagnosis process [21, 22]. Thus, 

according to GDPR provisions, holograms and mixed reality devices like Microsoft 

HoloLens [23] or HTC Vive Pro [24] can be the right solution. These technologies create 

an opportunity to remove everything from the doctor's desk except for MR glasses. All 

personal data are made available only to be seen by said doctor.  

This paper aims to find a solution, which follows the 95/46/EC EU directive in the 

field of medicine. Here, a proposed holographic application (HoloView), that is tailored to 

run on Microsoft HoloLens [23]. The HoloView application unables users (doctors) to 

display all information needed about their subjects’ health status. Moreover, it gives users a 

wide range of views. The users felt like they were working on three normal LCD curved 

screens connected by edges. The biggest plus is that all pieces of information are visible 

only to the doctor and no one else. The device is secured with built-in monitor  

whichchecks if the device is taken off of the doctor’s head — which results in blocking 

access to the application. Thus, the proposed approach contributes to personal data security 

and so-called sensitive information protection. 



Additionally, the subject of this project is to develop knowledge on the use of 

HoloView in medical education at all levels during the COVID-19 pandemic. The proposed 

solution presents new possibilities and enables additional support in the process of clinical 

(pre-procedural) diagnostics during medical procedures (intraoperative). The simulation of 

medical procedures through the Mixed Reality HoloView system offers an opportunity to 

train medical students, paramedics, and doctors across a range of specialists in a safe (risk-

free), realistic and repeatable environment. It eliminates harmful consequences to patients 

and offers repeatable procedures. The system consists of four main components, i.e. central 

indirect server, an artificial intelligence module based on deep neural networks, a wireless 

health check sensors platform, and the MR application (Holoview COVID pandemic). The 

central indirect server is responsible for independent work and all types of communication 

with external units, digital sensors, and devices. It does an analysis of subject data, 

classifications, potential diagnoses, and an artificial intelligence-based software pertaining 

to treatment. The digital diagnostic sensors module allows the performance of health checks 

on patients. 

 

Methods  

Immerse technologies 

Augmented reality (AR) extends a real environment with computer-generated 

information using different stimuli like audio or vision, rather than replacing the physical 

world as with virtual reality (VR). It integrates with the users and allows them to 

manipulate the digital data in real-time and allowing users to manage these data [7, 8]. In 

2016,the game called Pokemon Go, which is one of many successful mobile games in the 

world, was realized usingAR technologies and were thus raised to public attention [25, 26]. 

The number of AR/VR/MR applications in the field of medicine has been increasingly 

growing since doctors want to give better outcomes for their patients [15]. HoloLens from 

Microsoft [23] and VIVE Pro from HTC [24] are two commercially available sets for 

Mixed Reality. First, one is an independent device and does not require a separate operation 

space or manual controllers. It is fully integrated with Microsoft Enterprise systems; its 

interface is known to users, which are familiar with using the Windows operating system 

on other computer platforms. The disadvantage of Microsoft’s solution is that the 



commercial license for HoloLens has a much higher price than VIVE Pro (even taking into 

account the cost of an additional workstation) [27]. 

In terms of testing innovative technological solutions, as well as their regular use in the 

diagnosis, therapy, and rehabilitation of patients, medicine is the leading discipline. In this 

area, the most practical and promising innovation is exactly the application of Mixed 

Reality, i.e., the combination of the image of real objects and biological signals with the 

data obtained, e.g., during the diagnostic process using imaging techniques. It is also 

predicted that VR, AR, and MR technologies will have a significant impact on the 

development of telemedicine. 

 

Microsoft HoloLens 

During the past few years, thanks to the miniaturization process. In 2016 the Microsoft 

Corporation released a product called “HoloLens” (Fig. 1) [23]. A device in the form of 

goggles with a built-in battery, microcomputer, cameras, microphone, speakers, and 

holographic projectors. A user wears HoloLens, which is in the form of big glasses. Build-

in micro projectors generate an image, in fact, a hologram, onto the glasses in front of the 

user’s eyes. HoloLens functionality does not end with only displaying a flat image. The 3D 

imaging occurs when an active mapping of the environment is used, which fully recognizes 

the shapes of objects and terrain, in whose area users are moving. Besides that, depth 

cameras analyze the entire environment around users like tables, chairs, walls, etc. A 

microcomputer analyzes the shape of the room and decides about a wayto display a 

hologram in front of the user in a manner compatible with that environment. For example, 

when placed on a table or displayed on screens on the walls, so the view becomes more 

natural to the operator using the goggles.  

Microsoft HoloLens is the only product that provides interaction: eye-tracking, 

service using gestures, and voice support. This device is completely autonomous (no 

connection to a computer or phone to work is needed). It is light, robust and looks very 

aesthetically pleasing. Depending on the software, the device can display an image in 

hologram form for both Virtual and Augmented Reality.  

The first generation of HoloLens glasses were based on a quad-core Intel processor 

Atom x5-Z8100 clocked at 1.04 GHz. This is a 64-bit unit made in the technological 



process of 14 nm. It was supported by HoloLens Graphics, which also was prepared by 

Intel. The first generation was equipped with 2 GB of RAM. HoloLens 2 (second 

generation) is equipped with a system displaying information in 2K resolution and a 

3:2 aspect ratio. Data projection adapts to the operator's eyes, so-called positioning the 

image relative to eyes-position in 3D. The device has an image sensor (Azure Kinect 

sensor), an accelerometer, a gyroscope, and a magnetometer. The built-in 8MP camera 

allows recording movies in 1080 p and 30 fps quality. HoloLens 2 also has five 

channel microphones and advanced tracking systems for both hands (fully recognizing 

all hand movements, including individual fingers). The Qualcomm Snapdragon 850 

processor performs the whole operation. The device provides 802.11ac wireless 

connectivity 2×2 a Bluetooth version 5, modules and sensors: inertial measuring unit 

(IMU), four cameras for recognition of the surroundings, one camera for measuring 

depth, a light sensor and four microphones. For recording video in 30 fps, two 

photographic cameras are available: the first 2.4 Mpx and the second 1.1 Mpx. The 

second generation also has bigger storage, a 64 GB data carrier (for the user, just over 

54 GB is available). It works under the control of the Windows 10 operating system in 

a 32-bit version . A 16.5 Wh powers it entirely.  

In Figure 2, the display method using HoloLens is presented. The HoloLens area 

of view is schematically indicated by a red area (red window). Before 

information/images are displayed, the dedicated application needs to be provided a 

desired working space. The pointer marked schematically as an orange point, is 

responsible for this activity (Fig. 3). It knows on which kind of environment the 

information/images will be displayed on the HoloLens. The whole procedure is done 

by scanning the environment around the pointer in 3D. The pointer performs a two-

stage scanning process. In the first step, it scans the mapped environment above and 

below. If the orange point does not create a vertical line, it means that the user is 

pointing at a wall (Fig. 2B). The second check is responsible for horizontally checking 

the mapped area. If checked-point creates a horizontal line, it means that the user is on 

the table, and the application should be displayed on a horizontal space (Fig. 2A). The 

main difference between A and B cases is that when the user shows a hologram on the 

wall, he/she does not want a situation where some of the displayed data will be hidden 

inside the wall so it will not be visible. Because the proposed application, i.e., 

HoloView, has a semicircular shaped orange pointer to change the way the hologram 

projects. If the pointer is on a wall, it displays HoloView where the middle starts from 



the pointer schema as presented in Figure 2B. If it is displayed on a desk, the orange 

pointer is in the middle of the line created by both corners of HoloView shape (Fig. 

2A). In the case of holograms on a desk, it displays right away, and can interfere with 

stuff on the desk, which is also unwanted.  

 

AR/MR application 

In recent years, the first devices using holographic technologies have already 

appeared on the market. Although they differ in image quality, size, weight, and even 

performance, advances in this technology are visible, and subsequently improved 

versions or prototype devices show that it is becoming a realistic-looking hologram and 

will improve over the next few years. The current quality of holograms already allows 

its effective application in everyday life [28]. In El-Schich et al. [29], the cancer cells 

using computer-generated holography were analyzed. An interesting application of 

holographic technology incoherent imaging was presented in Wang et al. [30]. Also, 

the off-axis digital holography shown in Claus et al. [31] seems to be a promising 

solution in intraoperative medical imaging. The designing and implementation of 

AR/MR applications and the flat screens of computers or tablets differ very much. The 

first one has more control over processes and their design. AR/MR devices in the form 

of head-mounted display works with the human senses and human preferences which 

are varied depending on the unit. In the case of HoloLens [23] and application design, 

it is possible to choose the way of design using voice commands or gestures. Also, the 

3D user AR/MR-based interfaces are a huge challenge. Commonly used two-

dimensional (2D) interfaces have many buttons, windows, cards, and visual options 

available in a 2D space. The development of a 3D graphical interface that engages the 

user visually and has an emotional meaning is an essential part of the design process, in 

particular to medical aspects. In Aruanno et al. [32], MemHolo, i.e., the prototype of 

the first HoloLens application designed for a subject suffering from Alzheimer’s 

disease, was presented. Users can practice short-term and spatial memory with it in a 

controlled virtual environment. In turn, in Mcduff et al. [33] system, Cardiolens to the 

physiological measurement of multiple people is shown. CardioLens is a MR 

application running on Microsoft devices, allows noncontact measurement of the heart 

rate.  



 

Results and Discussion 

The general idea of the proposed holographic assistant for a doctor is widely presented 

in Proniewska et al. [34] and Figure 4. The system consists of four main components, i.e., 

central indirect server, artificial intelligence module based on deep neural networks, a 

wireless health check sensors platform, and an MR application (HoloView). The central 

indirect server is responsible for independent work and all types of communication with 

external units, digital sensors, and devices. Analysis of a subject’s data, classifications, 

potential diagnoses, and treatment is done by the artificial intelligence-based software. The 

digital diagnostic sensor module allows for the performance of health checks on patients. 

HoloView works as a front-end application. The software engineering splits application 

design into two separate parts: front-end and back-end. The most straightforward example 

in understanding this can be applied where all data manipulation and storage are placed on 

the server. This can be called “back end”, the entire processing is done behind the user’s 

eyes. There should also be an application-client which allows viewing data from a server, 

sending commands to manipulate it and display everything in a presentation layer ina way 

that a user will be able to see data most simply and understandably. This is called the front-

end. 

The proposed application is designed according to a rule that a user with a client-server 

connection over HTTP post/gets commands which automatically download and send data 

from the server. Here, the data are stored as an XML file. HoloView can adapt to any 

existing client-server infrastructure. Adaptation of the server has only one requirement, i.e., 

use of the data in an XML format. The dedicated server location is set up statically on the 

application. The presentation of the data displayed using the HoloLens device is a big 

challenge. All information should be given in the most attractive way so users will accept 

this without the related stress in changing his habits related to using the 3D application 

instead of 2D applications. HoloView application utilizes multiple curved screens on a 

user’s desk (Fig. 5). The user, wearing HoloLens glasses, feels like he/she is using three 

normal LCD curved screens connected by edges. But there are crucial differences that make 

the HoloLens device with it’s dedicated application a much better solution. First, the 

unused working space on the user field of view disappears. It can be compared to taking 

away everything from the desk and not using an LCD screen. In cases where this space is 

needed again, it is enabled automatically. Secondly, if someone is using spacial mapping to 



display information it happens in just a few seconds, goggles scan the environment around 

them and create the space/room in their memory model. The user then decides in which 

place they would like to see the information. HoloLens device displays data which looks 

like they were developed specifically for that user’s environment. This is made possible 

owing to the use of spatial mapping, which helps to show the script. It allows deciding in 

which form, what way, what size, data should be displayed to fill the entire available space.  

To make the hologram “right”, it is important to examine a few aspects in developing 

the application. The main challenge in creating an AR/MR application is to understand so-

called spatial mapping, which is a digital representation of the real world. To design a 

spatial awareness system, the Microsoft Mixed Reality Toolkit (MRTK) was used [35]. 

This is a cross-platform for building AR, MR, and VR. It offers functions like “ToolTip”, 

which enables creating a User Interface (UI) annotation with the line that points somewhere 

on the 3D object. Another interesting function is “Manipulation Handler”, which allows 

one to “take” a 3D object and rotate it as with a hand manipulating a physical object in 

reality. HoloLens 2 has a new function, i.e., eye-tracking, which allows mapping points 

where an operator looks. This could be used with an intuitive zoom functionality. The 

MRTK platform scans the environment around the HoloLens glasses while the users move 

their heads. During the scanning process, the memory device inside, the HoloLens creates a 

3D model of the space.In the next step, this model can be used to generate behaviors and 

interactions as realized in the real world. For example, when a ball is rolling on a table  and 

reaches the edge of the table, it will fall and change its position to the floor level. Another 

critical issue with designing and implementing AR/MR applications is hologram 

placement, i.e., selection of a spatial location. To avoid losing a sense of control by users, a 

specially mapped model of the environment to place and affix generated holograms in the 

space required. This is important when wanting to see a 3D model locked in space, which 

stays in the same place. For example, when the model of a box is generated, which is later 

placed on a table, this box should stay exactly in one place. Even when we walk around the 

table, it should remain in the same position on the table. An understanding of occlusion is 

also required. The application should also react to a specially mapped environment in a 

certain way, i.e., provide additional visual feedback. A good example can be a virtually 

displayed LCD screen on a table. When we place it in front of this generated model, for 

example, a real laptop, the screen of our model should react in the right way. So, it should 

not display part of the screen, which is behind a laptop as he is hiding. In some cases, the 

users can interact with the holograms, and occlusion is not necessary. Of course, AR/MR 



would not be the same without physical reactions. When creating a rubber ball model that 

fell from the table, it is expected to bounce on the floor. A different reaction is that which is 

desired from a glass cup, which should break into pieces. 

In Figure 6A, the mapped environment (attic room) using HoloView is shown. The 

location of the HoloLens, i.e., white ball relative to the room and the direction of view, its 

angle, and area that HoloLens view covers, marked by green lines, are illustrated. It is a 

model generated inside the HoloLens system that also serves to determine the response of 

models/holograms relative to the environment. The same scene from an operator’s point of 

view is presented in Figure 6B. This frame is indicated by the green lines, which are visible 

in Figure 6A. The mesh reflects scene geometry by surface, which can be filtered and 

textured after the scanning process. 

In Figure 7A a real photo of the mapped frame is presented while in Figure 7B 

corresponding scanned space is shown. A view of the HoloLens with the spatial map of 

activity is visualized in Figure 8. The limited range of vision offered by the first generation 

of the goggles is visible, i.e., only part of the image has an overlaid spatial mapping. The 

spatial mapping of the room is also shown in Figure 9A, while in Figure 9B a mapped 

environment marked by the white ball position of the HoloLens is presented. 

Thus, the HoloLens changes the way that information can be perceived, i.e., doctors’ 

documentation working space. The proposed solution removes almost everything from the 

doctor’s desk. No cables, monitors, or even a mouse or keyboard is needed. Thanks to 

holographic technology, multiple screens can be used around a doctor's desk. A number of 

them can be selected in the way that doctors like. One huge screen or maybe four smaller 

screens with different pieces of information on each of them. Doctors decide exactly what  

is needed at that moment. It could be an RTG photo, treatment history, or maybe a schedule 

to plan the next visit. Everything becomes available right in front of the doctor. All 

information is displayed in front of the doctor to remind them about important facts 

regarding the subject like a dangerous reaction for anesthetics, heart problems, or HIV, 

AIDS sickness as when doctors should engage with high caution. Everything becomes 

available only after the doctor types a password on a virtual keyboard hanging in the air.  

The impetus of digital technologies have entered almost every area of life, and so too, 

are hackers who are looking for innovative ways to obtain personal data. Severe financial 

penalties imposed on entities responsible for the leakage of personal data of their users or 



clients, which were introduced in May last year together with the EU regulation on the 

protection of personal data, which force companies and universities to control the 

processing of data carefully, especially in pandemic times. Global corporations, but also 

small enterprises are required to increase their levels of security. It is worth remembering, 

however, that even GDPR realization is not sufficient in protecting us from potential 

threats, so it is crucial to be aware of how to care for information available on the Internet 

and minimize the dangers present on the Internet. 

The system proposed has also been validated by doctors under real conditions, i.e., in 

the operating room (which is shown in Fig. 10). The cardiologists from University Hospital 

in Krakow carried out the patent for amen ovale structural procedure using HoloView. 

GDPR [1] allows for broadening patient confidentiality and medical data protection. 

Changes in the law, especially in the sector of medical research, are discussed in Rumbold 

et al. [36]. Simulation on policy effecting the Digital EU Public Health Sector was 

presented in Yuan et al. [37]. The main advantage of the proposed HoloView solution is 

that the displayed data is only visible to a person wearing HoloLens goggles. Owing to that, 

additional confidence is gained as no one else can see restricted data. The patient is 

recognized using an existing QR/barcode. Access to the application is possible after 

entering a password on the virtual keyboard by the doctor. Patient personal and sensitive 

information like names, addresses, health status is presented only to the eyes of a doctor 

who wears a head-mounted display. A safe Internet connection is the only further 

requirement for security 

Another critical issue is connected with Global Health Security (GHS) [38]. This is 

dependent upon having an adequately prepared and healthy security workforce which is 

necessary to ensure the safety of medical service during and after the pandemic of COVID-

19. Kochanczyk et al. [39] proposed a Susceptible–Infected–Infectious–Excluded model to 

analyze the influence of contact rate on the dynamics of COVID-19. It turned out that the 

pandemic can be limited by limiting contact availability. This can be done during a medical 

consultation using the HoloView application. Augmented technology has also been tested 

during COVID-19 with teaching and learning, particularly in medical education [40, 41]. 

The proposed solution protects the doctor by providing a safe distance to the patient.  The 

future remains unknown, but the pandemic can be an enduring transformation in medicine 

and education with the application of immersive technologies [42].  



 

Conclusions 

Changes in European law have had a huge influence on the way in which organizations 

handle and manage user data and sensitive information. One can expect the requirement to 

inform users what information about them will be used for and it is essential to protect 

these data. Even US healthcare units additionally have to abide by the Health Insurance 

Portability Accountability Act (HIPAA) when they want to collaborate with European 

organizations. The development and implementation of provisions protecting us against 

cybercrime is a long-term process requiring the involvement of both European and national 

legislators and dialogue with entities from various sectors of the economy, including health 

protection organizations. Given the scale and complexity of cybercrime, it is necessary to 

develop an interdisciplinary system of specialist provisions, covering primary regulatory 

and personal data protection provisions. The proposed solution based on immersive 

technologies, such as holography and MR, meet the requirements imposed by GDPR 

regulations. It removes everything from a doctors' desk and is replaced with MR glasses, 

which are protected by a password for each doctor. Information about patients are 

processed and visualized in the Microsoft HoloLens which is placed on the head. Thus, all 

health data are visible only to the doctor; no other person present in the room has access to 

this data. Another advantage of the proposed solution is to ensure a safe distance between 

doctor and patient. The use of the Holoview during the COVID-19 pandemic simplifies 

documentation. It ensures continued high-quality care in times of a significant increase in 

the number of patients (including critical patients), where specialists/health care providers 

or other specialist colleagues can be involved in patient care without actually being present. 
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Figure 1. Microsoft HoloLens. 

 

 

Figure 2. Schemat of the information/images displayed by HoloLens; A. On the 

desk; B. On the wall. 

 

Figure 3. Schematic scan of the environment by the pointer. 
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Figure 4. Holographic assistant for doctors (HoloView COVID-19 pandemic assistant 

for doctors). 

 

Figure 5. The perspective of the HoloView application as seen through user’s eyes. 
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Figure 6. Images of the mapping process; A. The mapped environment with HoloLens 

position; B. Operator’s perspective view. 
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Figure 7. Spatial mapping mesh trough the HoloLens covering a room; A. Photo was taken 

with a camera built into the goggles; B. Shot of the scanned space. 

 



 

Figure 8. The limited vision range using the first generation of the Microsoft goggles. 
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Figure 9. Shot of a corner of the room using HoloLens; A. Spatial mapping; B. Mapped 

area. 



 

Figure 10. Experimental validation of the HoloView application. 

 


