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STRESZCZENIE

W pracy przedstawione zostaªy wyniki bada« póªaktywnego ukªadu sterowania do opty-

malizacji trajektorii przejazdu ruchomych obci¡»e« po jednowymiarowym spr¦»ystym con-

tinuum. Modele matematyczne continuum reprezentowane s¡ przez równania belki Eulera-

Bernoulliego oraz struny. W tak przyj¦tych modelach sformuªowane zostaªo zadanie stero-

wania optymalnego. Korzystaj¡c z zasady maksimum Pontryagina wyprowadzone zostaªy

rozwi¡zania optymalne � sterowania typu bang-bang. Posta¢ tych rozwi¡za« jest uwikªana.

Konieczne zatem jest u»ycie metod numerycznych optymalizacji. W tym celu wyprowa-

dzone zostaªy pochodne funkcji celu. Na przykªadzie oscylatora potwierdzona zostaªa

skuteczno±¢ metody parametryzacji czasów przeª¡cze«. Metoda ta zostaªa zastosowana do

zadania optymalizacji trajektorii przejazdu ruchomej siªy po belce. Badania numeryczne

pozwoliªy ustali¢ stosown¡ liczb¦ przeª¡cze« ka»dej z funkcji steruj¡cych. Jako±¢ zapro-

ponowanej metody sterowania zwery�kowana zostaªa w szerokim zakresie parametrów

modelu. Dodatkowo rozwa»ono dwa przypadki specjalne: ukªad zªo»ony z dwóch belek

sprz¦»onych sterowalnymi tªumikami oraz ukªad z odksztaªceniem wst¦pnym. Zapropo-

nowano model reologiczny póªaktywnego inteligentnego materiaªu tªumi¡cego. Omówiono

problemy otwarte oraz wyznaczono kierunki dalszych bada«.

ABSTRACT

The work presents the results of research on semi-active control method for optimization

of trajectories of a moving load transversing a one-dimensional elastic continuum. Ma-

thematical models of the continuum are represented by the equation of Euler-Bernoulli

beam and string. For such a models the optimal control problem was posed. Based on the

Maximum Pontryagin Principle the optimal solutions were derived - controls of bang-bang

type. The solutions are given in implicit form. It is therefore necessary to use numerical

optimization methods. For this purpose, the functional derivatives were derived. High ef-

�ciency of the switching times method was con�rmed by numerical example. The method

was then applied to the problem of optimal passage of a load on the beam. Numerical

studies enabled us to establish an appropriate number of switches for each of the control

functions. The quality of the proposed control method was veri�ed for a wide range of

model parameters. In addition, two special cases were considered: a system consisting of

two beams coupled with controlled dampers and a system with the initial de�ection. The

idea of smart damping layer was presented. The directions of future works were proposed.
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1
Introduction

1.1 The subject of the Thesis

Problems of structures subjected to a load travelling with high speed are of a special

interest for practising engineers. Both, analytical and numerical solutions are applied

to problems with a single or multi-point contact such as: train-track or vehicle-bridge

interaction, pantograph collectors in railways, magnetic levitation railways, guideways in

robotic technology.

The current trend to lightening structures requires new and more e�cient methods to

decrease the vibration levels. In large-scale engineering structures like bridges or viaducts

that span gaps, beams must resist loads due to heavy and fast vehicles. The construction

of new bridges of su�ciently higher load carrying capacity is usually limited by costs.

Moreover, static strengthening can be restricted for technological reasons. Existing old

weak structures can be reinforced by supplementary supports with magneto or electro-

rheological dampers controlled externally (please see the Figures 1.1(a), 1.1(b)).

Pioneering concepts of integration of semi-active control systems within engineering

design, transportation and robotics are dated back to 70s. Systems based on the action of

electro or magneto-rheological dampers are an attractive alternative to passive and active

control systems (force-controlled). When correctly designed algorithms the semi-active

control systems can outperform passive damping systems. They can e�ciently reduce the

undesired vibrations, enable the system to perform craved trajectories or increase their

stability. In turn, due to low energy consumptions, they are a strong competitive to force-

controlled active systems. Moreover, the poorly designed active control system can supply

the energy in antiphase and in the extremal case can damage the structure. Over the

years, the semi-active systems have replaced the passive and active, and this is also due

to the developing more interesting design solutions for semi-active vibration absorbers.

Today, not only rheological �uids, but also cheaper to construct and control pneumatic

foams can be used as a medium of such absorbers.
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Diversity of actuators opens up new possibilities in the design of control algorithms.

�������������������
�������������������
�������������������
�������������������

�������������������
�������������������
�������������������
�������������������

������������������������������������

����
����
����

����
����
����

����
����
����

����
����
����

P

m

vm

v

vm

ρ

P

P

EI,A,

(a)

���
���
���
���

����
����
����
����

����
����
����

����
����
����

����
����
����

����
����
����

����
����
����

����
����
����

����
����
����

����
����
����

�������������������
�������������������
�������������������
�������������������

�������������������
�������������������
�������������������
�������������������

��������������������������������������

P
vm

v

v

ρEI,A,

P

P

(b)

Figure 1.1: The idea of passive (a) and semi-active (b) control of a beam de�ection under

a travelling load.

Well designed semi-active control system can be an attractive solution for building pro-

tection against surrounding infrastructure. In particular for many priceless monuments,

located in town centres and exposed to destructive action of the public railway transport

(please see the Figure 1.2), only the additional smart damping system can be a successful

solution to maintain their viability. The low susceptibility of the material, that the mon-

uments are built of, does not succumb to excessive momentary or long-term deformation.

The solution for this problem is a concept of modi�cation of the track structure. Semi-

active damping layer incorporated into the track can reduce vibration levels propagating

into the ground in more e�cient way than the traditional vibroisolation.

To the potential application of semi-active damping methods we can also include the

robotic systems, in particular the linear guideways. The straight or precisely controlled

trajectory of a moving object is essential in some technological processes such as cutting

(�ame, plasma, laser, textile, waterjet, glass cutting) or bonding (glueing, welding, sol-

dering). Other especially suited areas of application for linear guideway systems are large

format plotters and scanners for various industries as well as devices in medical and semi-

conductor technologies. New solutions can accelerate procedures and decrease the mass

and size of guideways supporting carriages.
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Figure 1.2: Areas of potential application of semi-active damping systems.

1.2 Purposes and scope of the Thesis

The primary purpose of this research is to design safety and e�cient semi-active

control method for straight line passage of a moving load when transversing

the one-dimensional continuum. By the e�cient control method we mean one that

provides better values for appropriate cost functional than any of the passive cases. On

the other hand we make the following requirements: the designed control system should be

simple in practical realization and it must stay stabile in the case of errors or disturbances.

When the proper strategy of control is assumed the e�cient computational methods

are required. Thus, the aim is to elaborate numerical procedures that enable us

to obtain the trajectories for optimal controls. For the procedure two conditions

must be met: low computational cost and high accuracy of results.

The �nal purposes of the research are to analyze the solutions of optimal controls

and to propose practical realization. The analysis must be performed in a way that

shows the e�ciency of the proposed method for a wide spectrum of system parameters.

Moreover, the advantages and disadvantages of the control strategy should be emphasized.

The scope of the Thesis includes the following:

• literature review to settle the problem among the existing studies,

• the introduction to the mathematical model together with the appropri-

ate assumptions,
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• investigation on the phenomenon accompanying the passage of a single

moving force on a semi-active controlled beam or string,

• elaboration of the method for obtaining the trajectories of single moving

force on a semi-active controlled beam or string,

• investigation on the accuracy of approximated trajectories of a travelling

force,

• mathematical formulation of the optimal control problem,

• investigation on the problem of existence of the optimal control problem,

• implementation of the �rst order optimality condition,

• investigation on the numerical methods for solving the optimal control

problem,

• design of the safety switching control method with reduced number of

switchings,

• analysis of the optimal control solutions for a wide range of speed of the

travel,

• extensions of the system to the following: initially de�ected beam, double

beam system,

• practical realization proposal.

The problems of optimization in the semi-active multidimensional control systems have

been poorly investigated so far. For this reason the following dissertation is cognitive and

it is limited to the most fundamental issues only. The following problems are not of the

scope of the Thesis and they may be dedicated to the future works:

• the extensions of mathematical model of span: the Euler-Bernoulli beam with the

internal damping, Timoshenko beam,

• the extensions of travelling load: inertial e�ects of the travelling particle, multiple

moving load,

• further optimization: the optimal placements for semi-active dampers, optimization

of the curves of the initial de�ection, optimization of the quotient of bending sti�ness

in the case of double beam system,

• the theory of stability of the multidimensional semi-active switching system.
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1.3 Review of previous research

Literature on the issues of moving load and the control methods that should be mentioned

here is extremely rich and it would be the huge challenge to create the full list. Therefore,

the author of the Thesis should decide to shorten this list and present only the most

signi�cant works from the point of view of the dissertation topic items. The list is divided

into three parts. In the �rst part the issues of moving loads on the continuum is presented.

The second part is devoted to the most signi�cant approaches on control methods adopted

to mechanical systems. Finally, the contributions published by the author of the Thesis

are discussed in brief. Some of the important works are also cited during the following

chapters.

The systematic study of the behavior of vibrating elastic bodies goes back to Jacob

Bernoulli. He established the governing di�erential equation for the de�ection curves of

elastic bars [Komkov 1972]. He published the results in his masterwork [Bernoulli 1696].

The �rst who got interest in two-dimensional systems was probably Leonard Euler. He

studied and extended the Bernoulli's results. He investigated vibrations of a perfectly

elastic membrane. For details please see [Timoshenko 1954]. The di�erential equations of

vibrating thin plates can be traced to Kirchho� (see [Timoshenko 1954]).

Today, the simple distributed parameter systems describe many mechatronic systems

with applications in manufacturing, space, robotics and power transmission. The equa-

tion of Euler-Bernoulli model can accurately model the longitudinal and transverse boom

vibration coupled with the payload and bus rigid body motion [Rahn 2001]. The same

model is used to describe a simply-supported beam traversed by a vehicle [Fryba 1972],

[Y. B. Yang 2004].

The travelling load is modeled as one of two types: non-inertial (massless) or inertial.

The analysis of the moving massless force is relatively simple and is treated in numer-

ous papers, e. g. [Olsson 1991]. We include to this group all the papers devoted to the

travelling oscillator, i.e. a mass particle joined to the base with a spring [Bergman 1997].

The inertial force moving over the structure is rarely reported in literature [Bolotin 1950].

The closed solution exists in the case of a mass moving on a massless string [Stokes 1883],

[Fryba 1972]. Otherwise the �nal results are obtained numerically, although the solution is

preceded by complex analytical calculations. New and important feature of discontinuity

of the inertial particle trajectory is exhibited in [B. Dyniewicz 2009]. In numerous refer-

ences authors treat the problem in a very low range of the mass speed. In this case results

are su�cient, even if the inertial term contributing to moving mass is not correctly treated

by the time integration method. Simply, the moving mass in�uence in the case of low speed

is minor comparing with static displacements. In the following papers [C.I. Bajer 2008],

[C.I. Bajer 2009b], [C.I. Bajer 2009a] authors presented ad discussed a method for deter-

mining matrices responsible for the description of the moving mass on a continuum. They
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implemented the space-time �nite element method by using linear interpolation. A good

number of important contributions were also done for the wheel-rail contact problems.

The interesting results may be found for example in the paper [A. Myslinski 2011]. The

authors considered the wheel-rail contact problem including friction, frictional heat gen-

eration as well as heat transfer across the contact surface and wear. The numerical results

indicated showed that the elastic graded layer can reduce the values of the normal contact

stress and the maximal temperature in the contact zone. The application of the coating

material can e�ciently decrease the contact pressure and the rolling contact fatigue. Op-

timization of the rail pro�le or material properties with combination of coating approach

is required to reduce generated temperatures. Optimization results concerning contact

issues are presented in the work [Myslinski 2008].

The idea of the track shape control was previously considered in literature. Pawel

Flont and Jan Holnicki-Szulc developed the approach that uses active smart sleepers.

These smart sleepers are equipped with actuators that enable the track to shift up and

down. The results are presented in details in the paper [P. Flont 1997]. The objective was

to minimize the track de�ection measure. By means of numerical simulation the authors

evidenced over 80 percent reduction of this measure.

There are still many open problems associated with optimal control methods of semi-

active systems � mainly because of their nonlinearities (bilinear products are incorporated).

The following paragraphs details the basic control algorithms for semi-active control meth-

ods used in mechanical systems. More of them are experience-based techniques. The

trajectories of such controls are piecewise constant and the switching rules are based on

the current state of a system.

One of the �rst concept of the semi-active control in mechanical systems was proposed

by Karnopp, Crosby and Harwood. In the work ([D. Karnopp 1974]) they presented the

idea of active suppression of the oscillator with one degree of freedom, moving over uneven

ground. The algorithm developed by the authors � Skyhook � is today one of the most

widely used in suspension control systems for vehicles. The idea was designed to improve

comfort of passengers. One of the most popular issue, in which the Skyhook is applied, is

called moving oscillator problem. The extensive results are demonstrated in the following

papers [D. Giraldo 2002], [Y. Chen 2002]. In some recent works the variable dampers

are incorporated also for seismic isolation. This approach is presented in the papers

[A. Ruangrassamee 2003], [K. Yoshida 2000]. In [Z. Fulin 2002], the authors propose to

control both parameters: sti�ness and damping. The control function led to maximum

dissipation of energy. In general, a decrease in vibration amplitude was to be achieved.

The problem of reducing the beam vibrations via active control methods is also widely

considered in literature. For details see for example [T. Frischgesel 1998]. An active con-

strained layer is applied in the approach presented in the work [Baz 1997]. A beam sub-

jected to a harmonic load was also controlled by an active method in [Pietrzakowski 2001].
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The analysis in the frequency domain allowed the authors to reduce the maximum am-

plitudes. The actively controlled string system was considered in [C. A. Tan 2000]. The

problem of optimal design of structures with active support is analyzed in the paper

[D. Bojczuk 2005]. The approach presented by the authors provides a useful tool for the

determination of the number, positions and generalized forces of actuators. They consid-

ered two di�erent cases with �xed and varying load, respectively. They concluded that

application of the active support changes essentially the structure response and enables

signi�cant increase of structure sti�ness or decrease of maximal de�ection.

Semi-active systems have also found numerous applications in structures subjected

to seismic excitation. The works that should be mentioned here are: [Soong 2005],

[K. Yoshida 2000]. The task for semi-active control system is to stabilize system when

lost the equilibrium state. Solutions are obtained by minimization of the cost functional

determined on the in�nite time interval. This refers to the Linear Quadratic Regulation

method (LQR). It should be mentioned here the lack of mathematical precision in for-

mulating and solving the minimization task in that way. The LQR method can not be

directly used in the case of bilinear systems. The problem lies within the directions of

damping forces acting on the structure. These directions strictly depend on the veloc-

ities of the vibration. Thus, for some time intervals there is no possibility to generate

the desired controls that result from the LQR. In terms of mechanical systems the LQR

method is dedicated to active control systems and can not be directly used in case of

parametric control problems. However, R. Mohler developed the iterative method which

is analogous to the LQR, but applied for bilinear systems. This method is presented in

details in his work [Mohler 1973]. Another approach is to derive the switching rules using

Lyapunov stability theory. Methods based on the so-called optimal Lyapunov functions

([Ossowski 2003]) deserve a special attention here. The switched input trajectories can

drive the system to the equilibrium point. The trajectories of the system in those cases

are the exponentials with the maximum rate of convergence.

Problems of vibration control are also widely considered in the robotic systems. Tech-

nological processes aided manipulators require high accuracy, without sacri�cing produc-

tion rate. The large inertia of the e�ectors and the object of manipulation may cause

signi�cant errors in the desired trajectory. Active control methods implemented in the

feedback loop, allows us to compensate these errors. The application of PD regulators

were proposed, among others, by Choura and Yigit in the paper [S. Choura 2001]. The

method based on the concept of "H-in�nity" and fuzzy logic was presented by Yang and

Kim [H. W. Park 1999]. Kang and Mills used the piezoelectric layers as sensors and actu-

ators [B. Kang 2005].

Most of the active and semi-active methods that have been developed lead to feed-

back controls determined by state-space measures. In the case of a continuous system,

such an approach is typically complex due to observer design. The alternative method
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is pre-computed open loop control. This is particularly useful in problems with a well-

de�ned excitation. In linear mechanical systems, semi-active control methods usually

result in switching operations, where the parameters to be controlled (damping, sti�ness)

are switched between two or more values. The switching conditions are based on state

or time events. Optimally switched linear systems are widely considered in literature.

Interesting results may be found for example in the paper [T. Das 2006].

Intensive researches on the semi-active control of systems represented by Partial Dif-

ferential Equations (PDE) have opened a lot of unsolved problems. One of them occurs if

the cost functional is limited to a �xed period of time. The switching scheme for control

is given in implicit form and it depends on state and adjoint state variables. Solving the

Two-Point Boundary Value Problem is time consuming and in general di�cult to solve in

the case of multidimensional problem. Another unsolvable problem that occurs in the case

of systems described by PDE is a stability of switched system. The asymptotic stability

of a switched system can be proved in the simplest cases only. The extensive research on

these problems was treated in terms of the Lie algebra and it was done by D. Liberzon et

al. in the following works [D. Liberzon 1999], [D. Liberzon 2006].

The early idea of the semi-active control of one-dimensional continuum under a trav-

elling load was presented in [R. Bogacz 2000]. The extension of the idea was reported

in the work [D. Pisarski 2010b]. The span was supported by a set of dampers placed on

the rigid base. Open loop control of damping parameters allowed us to actively reduce

the de�ection of a string or a beam supporting the travelling load. The control of beam

vibrations exhibited a signi�cantly higher control e�ciency than in the case of a string.

The idea of straight-line passage is based on the principle of a two-sided lever. The

�rst part of the beam which is subjected to a moving load is supported by semi-active

damper placed on the rigid base (please see the Figure 1.1(b)). The �rst damper is active

while the second is passive. At this stage, a part of the beam is turned around its center

of gravity, levering the right hand part with a passive damper attached. The temporal

increment of displacements on the right hand part of the beam enables us to exploit it

during the second stage of passage.

Technical di�culties with the rigid support of the bottom parts of our dampers require

new, more practical solutions. Dampers are supported with an elastic string or bar system.

However, the elastic support reduces the e�ciency of the performance and also involves

technological problems.

In the paper [D. Pisarski 2011b], a new and signi�cantly more e�cient idea presented

in the Figure 1.3(a) is considered. The main sti� simply-supported beam is covered by

a supplementary beam, joined to the main beam by a set of controlled dampers. This

upper beam can be assumed as a simply supported as well, since this type of boundary

condition can be implemented in a natural way. Such a modi�cation does not require the

rigid base and it can be easily incorporated into existent guideways (Figure 1.3(b)). We
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assume the upper beam as signi�cantly less rigid than the main lower beam. We must

emphasize here that the desired dynamic e�ect is obtained from the relative velocity of

both lower and upper beams. Let us consider the second stage of the motion depicted in

Figure 1.3(a). The upper beam subjected to a force P is de�ected. At the same time,

the velocity of the lower beam allows to lever the joining damper and e�ectively supports

the upper beam. The relative velocity of both lower and upper beam enable us to design

the e�cient control for the straight line passage. The dynamic response of a double-beam

system traversed by a constant moving load was studied in [Abu-Hilal 2006]. The authors

explored the e�ects of the moving speed of the load and the damping and sti�ness of the

viscoelastic layer on the de�ections of the beams.

(a) (b)

Figure 1.3: Semi-active linear guideway: (a) principle of acting, (b) real view.

Some additional results can be found in the following papers: [D. Pisarski 2009b],

[D. Pisarski 2009a], [D. Pisarski 2010a], [D. Pisarski 2011a].

1.4 Main contributions and thesis

In the Thesis the author considers the continuum (beam or string) that after spatial

discretization counts up to several dozen degrees of freedom. The cost functional is de�ned

in the �nite time interval that equals to the time of the travel of the vehicle over the

limited fragment of track. In the considered problem the state equation as well as the

objective functional are nonlinear. Among the existing solutions there is no control method

that solves this multidimensional optimal control problem. There is therefore a need

to develop one. The �rst solutions were proposed by the author of the Thesis in the

paper [D. Pisarski 2010b]. In this development the control method was based on the
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observation of the system dynamics. Then the parameterization of the control function was

involved. The optimal control problem was transformed into the non-linear mathematical

programming problem. This allowed to create a map of switching controls for various

system parameters, especially the travel speed of load. Next, the appropriate gradient

methods were developed. The switching times method derived by using the fundamentals

of the calculus of variation exhibited high performance for the posed problem. With the

best knowledge of the author, the presented semi-active control method is a new and

unique solution over the world.

Below the main theses of the dissertation is listed:

In the problem of straight line passage of the moving load upon the elastic continuum, for

a wide range of system parameters there exists at least one semi-active switching control

method such that it outperforms the passive damping.(Theorem* 3.4 has been formulated

and proved to provide the su�cient condition for existence of this switching control.) The

near optimal solution requires a �nite number of switchings for every control.

Total number of semi-active dampers signi�cantly a�ects the quality of the switching control

method. Dense distribution of controlled dampers gives an excellent opportunity to realize

precisely straight passage of a moving load.

The velocity of a moving load signi�cantly a�ects the behaviour of the semi-active control

system. The proposed switching control method exhibits the best e�ciency in the case of

high speed passage. There exist the regularity in the structure of switching control functions.

The main contributions have been published in the following journal papers:

1. D. Pisarski, Cz. I. Bajer: Semi-Active Control of 1D Continuum Vibrations Under

a Travelling Load. Journal of Sound and Vibration, vol. 329, no. 2, pages 140-149,

2010.

2. D. Pisarski, Cz. I. Bajer: Smart Suspension System for Linear Guideways. Journal

of Intelligent and Robotic Systems, vol. 62, no. 3-4, pages 451-466, 2011.

1.5 Structure of the Thesis

The structure of this dissertation is as follows:

Chapter 2. Mathematical models of semi-active controlled elastic systems

In this part the description of physical objects together with their mathematical represen-

tation is provided. The aim is to specify the systems that are used in further optimization

problems.

An outline of this chapter is as the follows. In the �rst section we consider the math-

ematical representation of semi-active controlled one-dimensional elastic bodies. Some of
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up to date solutions are presented. In the next section we perform the space discretization

of governing equation and derive the system of ordinary di�erential equation as a new

representation of the system. In the following section we investigate the approximated,

�nite dimensional models. Next, we expand the model with two additional special cases.

Further, the method of power series is presented and its accuracy is veri�ed by means of

numerical examples. Finally the state space representation of the model is presented.

Chapter 3. Optimization in semi-active control systems

In this chapter we consider the optimal control techniques in application to multidimen-

sional bilinear systems (as the mathematical representation of the semi-active mechanical

systems). We investigate two di�erent numerical optimization methods: the gradient

method and the switching times method. The main purpose for this part is to provide

the mathematical formulation and test numerical methods for the posed optimal control

problem.

The chapter is organized as follows. In the �rst section the generalized optimal con-

trol problem is stated. Then, we consider optimal control for bilinear systems. Next,

short divagation on the existence is provided. In the following sections the necessary op-

timal conditions are given including the derivation on functional derivatives. Further, the

switching times method is presented. Finally, we provide simple numerical examples to

verify the e�ciency of the proposed methods.

Chapter 4. Numerical optimization of moving load trajectories

In this chapter the problems of optimal passages of moving load are solved. The special

attention is paid to the following issues: what is the structure of optimal control functions

and what is the impact of parameters of the system on this structure.

In the �rst section of this chapter the optimal control problem for the straight line

passage of a moving load is formulated. Then, the two di�erent numerical methods are

applied to solve the posed optimization problem. A short divagation on the relevant

number of switchings in the switching times method is also provided. Next, in order

to demonstrate how di�erent parameters of the system e�ect on quality of the proposed

control methods, a number of numerical examples is given. Finally, two extensions of the

system are considered: the initially de�ected beam and the linear guideway composed of

two parallel beams.

Chapter 5. Final remarks, future works

The chapter summarizes the results of the work. The idea of smart damping layer is

presented. Finally, the directions for further work are recommended.
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Mathematical models of semi-active elastic systems

Contents
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2.2 Models of semi-active controlled elastic continuum

2.3 Weak formulation, ODE system representation
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2.5 Two special cases

2.6 The method of power series

2.7 State space representation

2.1 Introduction

The primary purpose of this chapter is to provide the governing equations of one-

dimensional bodies subjected to a travelling load and controlled by a set of semi-active

dampers. We pay attention to two special models of continuum: the Euler-Bernoulli beam

and a string. Presented material gives the necessary background for the control problems

discussed later in this work.

An outline of the chapter is as the following. The �rst section is devoted to mathe-

matical representation of semi-active controlled one-dimensional elastic bodies. Some of

up to date solutions are provided. In the next section we perform the space discretization

of governing equation and derive the system of ordinary di�erential equation as a new

representation of the system. In the following section we investigate the approximated

�nite dimensional models. Next, we expand the model with two additional special cases.
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Further, the method of power series is presented and its accuracy is veri�ed by means of

numerical example. Finally the state space representation of the model is presented.

2.2 Models of semi-active controlled elastic continuum

In this section we focus on the mathematical representation of semi-active controlled one-

dimensional elastic continuum, when subjected to a moving load. Physical properties of

the model are provided. Also the additional assumptions are listed. Next, we write the

governing equations under these assumptions. Finally, some of the up to date solutions of

similar problems are mentioned.

In this dissertation our interest of elastic bodies is limited to beams and strings as

the most appropriate and also the easiest in analysis representation of spans and cables,

respectively. Among all types of natural vibrations exhibited by an excited one - dimen-

sional elastic continuum we consider only transverse vibrations, as a consequence of nature

of the moving load excitation. For the continuum we assume that it is homogenous and

isotropic. Moreover, it holds Hooke's law [Symon 1971]. We assume also that the dis-

placements are su�ciently small such that the response to dynamic excitations always

preserves the linear-elastic behavior.

One of the mathematical model of a beam that meets all of these statements is Euler-

Bernoulli beam. The full derivation of equation of motion as well as the detailed discussion

on the Euler-Bernoulli beam model can be found for example in [Timoshenko 1954]. The

semi-active controlled system in which the Euler-Bernoulli equation represents a span is

shown in the Figure 2.1. The parameters of a beam are EI, µ and l that stand for bending

sti�ness, constant mass density per unit length and total length of the beam, respectively.

The boundary conditions for the beam is speci�ed by simple supports at its ends. The

transverse de�ection of the beam is measured in the direction of vector
−→
W . The dynamics

of the beam is described by w(x, t) - the distribution of the de�ection in the space-time

domain.

The beam is excited by concentrated force passing the beam at the constant velocity

v > 0. The magnitude of the excitation P < 0 is presumed to be constant. This is under

the assumption that the mass accompanying the travelling load is small compareding with

the mass of the beam, so the inertial forces can be neglected.

We adopt the damping coe�cients of the viscus supports as the controls. By ui(t)

we denote the i-th control as the function of time. The ai is the i-th �xed point of a

damper. By m we denote the total number of viscous supports. The reactions of dampers

are assumed to be proportional to the velocity of displacements in given points.
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Figure 2.1: Euler-Bernoulli beam system supported by active viscous dampers.

The initial state of the system, in our case the state before the traveling load meets

the beam, is set zero values, i. e. w(x, t = 0) = 0 , ẇ(x, t = 0) for allx ∈ [0, l].

The standard approach to specify the distribution of concentrated moving force as well

as the reaction of the dampers is based on the idea of using the Dirac delta function δ(·)
[Dirac 1958]. This approach is widely regarded in the positions [Fryba 1972], [Fryba 1993]

in application to structures subjected to moving loads.

Under all of the formulated assumptions we can write the governing equation. Together

with the initial and boundary conditions the equation of motion for the system depicted

in the Figire 2.1 is of the form

EI
∂4w(x, t)

∂x4
+ µ

∂2w(x, t)

∂t2
= −

m∑
i=1

ui(t)
∂w(x, t)

∂t
δ(x− ai) + P δ(x− vt) ,

w(x = 0, t) = 0 , w(x = l, t) = 0 ,

(
∂2w(x, t)

∂x2

)
|x=0

= 0 ,

(
∂2w(x, t)

∂x2

)
|x=l

= 0 ,

w(x, t = 0) = 0 , ẇ(x, t = 0) = 0 .

(2.1)

Equation 2.1 is the fourth order, nonlinear, partial di�erential equation (PDE). The non-

linearity is caused by the presence of bilinear forms � products of controls and velocities

ui(t) (∂w(x, t) / ∂t). The group of PDE containing such a kind of products is called bilin-

ear PDEs and is widely regarded as one of the most applicable set of nonlinear di�erential

equations. For more details please see the next chapter.
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Let us now consider the analogous system to 2.1, but instead of the Euler-Bernoulli

beam we now put stretched string as shown in the Figure 2.2.
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Figure 2.2: String system supported by active viscous dampers.

For such a system we can write equation of motion of the form

−N ∂2w(x, t)

∂x2
+ µ

∂2w(x, t)

∂t2
= −

m∑
i=1

ui(t)
∂w(x, t)

∂t
δ(x− ai) + P δ(x− vt) ,

w(x = 0, t) = 0 , w(x = l, t) = 0 ,

w(x, t = 0) = 0 , ẇ(x, t = 0) = 0 .

(2.2)

Here, N denotes the stretching force. For derivation and more details concerning the

string equation please see [Evans 1998]. Eqation 2.2 is the hyperbolic partial di�eren-

tial equation. Its wave-like solution exhibits quite di�erent properties from the solution

of Euler-Bernoulli beam. The impact of these properties on the control capabilities is

discussed later in this work.

To solve any of the formulated problems 2.1, 2.2, the use of numerical methods is

necessary. Even if the control is set to be a constant function, there exists no analytical

method to obtain the exact, closed form solution. From the mathematical point of view,

the presence of dampers or springs �xed to the beam, results directly in coupling of in�nite

dimensional system of ordinary di�erential equations. The structure of these systems,

resulting from 2.1 and 2.2, is presented and investigated in the following sections of this

dissertation.
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The e�ects of a moving load on an elastic solids are widely studied by L. Fryba.

In the work [Fryba 1972], he presents analytical methods for solving one, two and three-

dimensional bodies under a travelling load where none of the mentioned coupling is present.

As the tools for deriving the solutions he uses the Fourier expansions and the Laplace

transform. The dynamic response of a double-beam system traversed by a constant moving

load is studied in the paper [Hilal 2006]. The author considers two simply supported

parallel prismatic beams, one upon the other and connected continuously by a viscoelastic

layer. Such a de�ned system also gives the opportunity to derive the analytical solution.

The decoupling of the system is proceeded under the assumption that the beams must

be identical. The similar approach is presented in the work [H. V. Vu 2000], where the

authors present the method of solving vibration of a double-beam system subject to a

harmonic excitation.

2.3 Weak formulation, ODE system representation

In this section we perform the space discretization in order to transform the system de-

scribed by PDE into the in�nite dimensional system of ODEs. We use Sine functions as

the orthogonal basis. With such a basis the weak formulation is introduced. Using the

fundamental properties of orthogonal functions we derive the resulting system of ODEs.

We consider again the system 2.1 given of the form

EI
∂4w(x, t)

∂x4
+ µ

∂2w(x, t)

∂t2
= −

m∑
i=1

ui(t)
∂w(x, t)

∂t
δ(x− ai) + P δ(x− vt) , (2.3)

with boundary and initial conditions

w(0, t) = 0, w(l, t) = 0,

(
∂2w(x, t)

∂x2

)
|x=0

= 0,

(
∂2w(x, t)

∂x2

)
|x=l

= 0,

w(x, 0) = 0, ẇ(x, 0) = 0 .

(2.4)

We apply Fourier expansions for w(x, t) as follows

w(x, t) =
2

l

∞∑
j=1

V (j, t) sin
jπx

l
. (2.5)

Here, sin jπx
l =: θj(x) are eigenfunctions respecting boundary conditions 2.4 and V (j, t)

are functions to be determined. The pair w(x, t), V (j, t) satis�es the relation:

V (j, t) =

∫ l

0
w(x, t) θj(x) dx . (2.6)
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Inserting Equation 2.5 into 2.3 we obtain

EI
∂4

∂x4

2
l

∞∑
j=1

V (j, t) θj(x)

+ µ
∂2

∂t2

2
l

∞∑
j=1

V (j, t) θj(x)

 = P δ(x− vt)+

−
m∑
i=1

ui(t)
∂

∂t

2
l

∞∑
j=1

V (j, t) θj(x)

 δ(x− ai) .

(2.7)

Then, each term of Equation 2.3 is multiplied by sin kπx
l =: θk(x) and then integrated

with respect to x in the interval [0, l]. This results in the weak formulation given of the

form

EI

(
jπ

l

)4 2

l

∞∑
j=1

V (j, t)

∫ l

0
θj(x)θk(x) dx+ µ

2

l

∞∑
j=1

V̈ (j, t)

∫ l

0
θj(x)θk(x) dx =

P

∫ l

0
θk(x) δ(x− vt) dx−

m∑
i=1

ui(t)
2

l

∞∑
j=1

V̇ (j, t)

∫ l

0
θj(x)θk(x) δ(x− ai) dx .

(2.8)

Equation 2.8 must hold for every k = 1, 2, .... Now, we can use the orthogonality conditions

for the eigenfunctions θj(x), θk(x)∫ l

0
θj(x)θk(x) dx =

l

2
δj,k , (2.9)

where δj,k is the Kronecker delta. Now, we remind the sifting property the of Dirac delta

function which states that the product of any well-behaved function and the Dirac delta

yields the function evaluated where the Dirac delta is singular

∫ l

0
Θ(x) δ(x− x0) dx =

Θ(x0) if 0 < x0 < l ,

0 if (0, l) does not contain x0 .
(2.10)

Thus, the terms of Eqn. 2.8 where Dirac delta is incorporated can be computed as below∫ l

0
θj(x)θk(x) δ(x− ai) dx = θj(ai)θk(ai) ,∫ l

0
θk(x) δ(x− vt) = θk(vt) .

(2.11)

Eq. 2.8 can be written as

µ

∞∑
j=1

V̈ (j, t) δj,k +
2

l

m∑
i=1

ui(t)

∞∑
j=1

V̇ (j, t)θj(ai)θk(ai) + EI

∞∑
j=1

(
jπ

l

)4

V (j, t) δj,k =

Pθk(vt) , k = 1, 2, ... .

(2.12)
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Finally we rewrite PDE 2.3 as a system of ODEs

µV̈ (k, t) +
2

l

m∑
i=1

∞∑
j=1

ui(t)V̇ (j, t) sin
jπai
l

sin
kπai
l

+ EI
k4π4

l4
V (k, t) = P sin

kπvt

l
,

k = 1, 2, ... .

(2.13)

In a similar way we can proceed the weak formulation and write the ODEs represen-

tation for the string system 2.2.

µV̈ (k, t) +
2

l

m∑
i=1

∞∑
j=1

ui(t)V̇ (j, t) sin
jπai
l

sin
kπai
l

+N
k2π2

l2
V (k, t) = P sin

kπvt

l
,

k = 1, 2, ... .

(2.14)

In the next sections of this work we consider only approximate solutions of 2.13, 2.14 by

using �nite-dimensional modal space, i. e. j, k = 1, 2, ..., N <∞. Reduction of the in�nite

dimensional continuum model to a �nite dimensional (N th order) discrete model means

that an in�nite number of motion components are neglected. If the order N is chosen

too small, it can result in spillover instability that occurs when the controller, designed

for the �nite dimensional system, senses and actuates higher order modes, driving them

unstable. This phenomenon is investigated in the paper [Balas 1978]. On the other hand,

if N is chosen too high then the design of high order compensator is di�cult and costly to

implement. The control design based on distributed parameter models eliminates control

spillover instabilities. Unfortunetely, only few control methods for distributed parameters

systems have been developed [Rahn 2001] (e.g. Lyapunov techniques [J. L. Junkis 1993]

and semigroup theory [R. F. Curtain 1995]). In this dissertation for control design we use

the �nite dimensional models.

2.4 Approximated solutions

The aim of this section is to establish appropriate values for the number of terms in Fourier

series (modes) N that one should take into account when solves the systems 2.1, 2.2. By

appropriate we mean such that provides good accuracy. On the other hand, this number

should be not too large, to make the control design feasible. Due to high complexity of

the considered systems the analysis is performed by means of numerical results. Four

representative examples demonstrate the convergence of the solutions while the number of

respected modes gradually increases. In these examples we consider Euler-Bernoulli beam

system as well as string system, each steered by constant and switching control.

In the �rst example we consider the Euler-Bernoulli beam system described by Eqn.

2.1. We assume the following values for constants: µ = 69.8, EI = 2.9 · 107, l = 10,
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P = −20000, v = 0.9π
√

(EI/µ)/l. Five dampers are located in the positions: ai =

i/6 · l , i = 1, 2, ..., 5. For all of the following examples the integration of system 2.13 is

performed by the common fourth-order Runge-Kutta method (RK4, [D. Kincaid 2002]).

The computations are executed in the time interval [0, l/v] represented in the form of

1000 discrete-time samples. In this case all controls are assumed to be constant functions

ui(t) = 5 · 105 , i = 1, 2, ..., 5 , t ∈ [0, l/v].
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Figure 2.3: Solutions computed for di�erent number of terms in Fourier series � constant

control applied.

The Figure 2.3 displays the trajectories w(vt, t) as functions of time. These trajectories

correspond to de�ection of a moving load during its travel over the Euler-Bernoulli beam.

The solutions are computed for di�erent number of terms in the Fourier series. In order to

highlight the convergence of solutions the zoom image is presented in the Figure 2.4. The

growing number of modes successively increases the number of details in the trajectory.

However, its qualitative properties are retained.

In the next example we consider the same system, however now we substitute the

switching controls instead of constants. We assume one switching for every control as

follows

ui(t) =

5 · 101 if t ∈ [0, τi) ,

5 · 105 if t ∈ [τi, l/v] ,
(2.15)
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Figure 2.4: Solutions computed for di�erent number of terms in Fourier series � constant

control applied.

where τ = [0.1, 0.3, 0.5, 0.6, 0.7](l/v). The corresponding solutions are plotted in the

Figure 2.5.
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Figure 2.5: Solutions computed for di�erent number of terms in Fourier series � switching

control applied.

In this example we can also notice that the trajectories converge. The rate of convergence

becomes negligibly small for larger number of modes.

From the standpoint of accuracy of solutions we can accept N=10 as the appropriate
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number of modes for each of presented examples. Consequently, we can assume the size

of state vector as 2N=20. For such a system we are able to solve the optimal control

problem within a reasonable time.

We have to notice that in some cases the number N may di�er slightly depending on

the parameters of the system. However, in the case of the Euler-Bernoulli beam system, in

which the high level of damping is applied, we can expect the fast convergence of solutions.

This may not be the rule for the string system as it is shown in the following cases.

In the next two examples we consider the semi-active string system given by Equation

2.2. The following values are set for constants: mass density µ = 10, tensile force N = 104,

length l = 10, point force P = −100, velocity v = 0.5π
√
N/µ. The placement of the

dampers remains unchanged. In the �rst case we assume that the system is driven by

constant controls ui(t) = 5 · 102 , i = 1, 2, ..., 5 , t ∈ [0, l/v]. The trajectories of the

moving load, computed with the participation of various number of modes are presented

in the Figure 2.6.
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Figure 2.6: Solutions computed for di�erent number of terms in Fourier series � no control

applied.

Unlike for the Euler-Bernoulli beam in the case of string system we can not obtain a

good approximation if only N=10 modes are taken into account. Waves generated by the

concentrated moving force are characterized by the sharp shapes. Moreover, the natural

frequencies of string are proportional to k2 (see Equation 2.14) and this value di�ers from

the analogous value of simply supported beam which is proportional to k4 (see Equation

2.13). Respecting these two facts we deduce, that the minimum number of modes in the
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string system should be at least several times grater that in case of the beam.

In the next example we use the following switching controls

ui(t) =

5 · 10−2 if t ∈ [0, τi) ,

5 · 102 if t ∈ [τi, l/v] .
(2.16)

Here, the switching times vector is τ = [0.1, 0.3, 0.5, 0.6, 0.7](l/v). The results are pre-

sented in the Figure 2.7.
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Figure 2.7: Solutions computed for di�erent number of terms in Fourier series � switching

control applied.

The last two examples show that in the case of a string system we need to take into account

at least N=50 modes for the approximation of hyperbolic partial di�erential equation �

Equation 2.2. The computational cost for such a system increases rapidly when optimal

control problem is solved.

2.5 Two special cases

In this section two extensions of previously presented model is considered. The �rst one

is a natural extension of a simple supported beam by adding an additional parallel span.

The second one is the beam holding the nonzero initial de�ection. Both models are used

in control design demonstrated in the Chapter 4.
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2.5.1 Double beam system

Let us consider the system shown in the Figure 2.8. Two parallel Euler-Bernoulli beams

are coupled by a set of controlled dampers. For such a system, we can write the equation

of motion together with the boundary and initial conditions as follows

EI1
∂4w1(x, t)

∂x4
+ µ1

∂2w1(x, t)

∂t2
= −

m∑
i=1

ui(t)

[
∂w1(x, t)

∂t
− ∂w2(x, t)

∂t

]
δ(x− ai)+

+P δ(x− vt) ,

EI2
∂4w2(x, t)

∂x4
+ µ2

∂2w2(x, t)

∂t2
= −

m∑
i=1

ui(t)

[
∂w2(x, t)

∂t
− ∂w1(x, t)

∂t

]
δ(x− ai) ,

w1(x = 0, t) = 0 , w1(x = l, t) = 0 ,

(
∂2w1(x, t)

∂x2

)
|x=0

= 0 ,

(
∂2w1(x, t)

∂x2

)
|x=l

= 0 ,

w2(x = 0, t) = 0 , w2(x = l, t) = 0 ,

(
∂2w2(x, t)

∂x2

)
|x=0

= 0 ,

(
∂2w2(x, t)

∂x2

)
|x=l

= 0 ,

w1(x, t = 0) = 0, ẇ1(x, t = 0) = 0, w2(x, t = 0) = 0, ẇ2(x, t = 0) = 0 .

(2.17)
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Figure 2.8: Double Euler - Bernoulli beam system coupled with active viscous dampers.

The procedure of transformation 2.17 into the system of ODEs is analogous to the

presented in section 2.3. We apply Fourier expansions for w1(x, t) and w2(x, t) as the
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following

w1(x, t) =
2

l

∞∑
j=1

V1(j, t) sin
jπx

l
, w2(x, t) =

2

l

∞∑
j=1

V2(j, t) sin
jπx

l
. (2.18)

Pairs w1(x, t), V1(j, t) and w2(x, t), V2(j, t) satisfy relations

V1(j, t) =

∫ l

0
w1(x, t) θj(x) dx , V2(j, t) =

∫ l

0
w2(x, t) θj(x) dx. (2.19)

The weak formulation now is of the form

EI1

(
jπ

l

)4
2
l

∞∑
j=1

V1(j, t)

∫ l

0
θj(x)θk(x) dx

+ µ1

2
l

∞∑
j=1

V̈1(j, t)

∫ l

0
θj(x)θk(x) dx

 =

−
m∑
i=1

ui(t)

2
l

∞∑
j=1

[
V̇1(j, t)− V̇2(j, t)

] ∫ l

0
θj(x)θk(x) δ(x− ai) dx

+

+P

∫ l

0
θk(x) δ(x− vt) dx ,

EI2

(
jπ

l

)4
2
l

∞∑
j=1

V2(j, t)

∫ l

0
θj(x)θk(x) dx

+ µ2

2
l

∞∑
j=1

V̈2(j, t)

∫ l

0
θj(x)θk(x) dx

 =

−
m∑
i=1

ui(t)

2
l

∞∑
j=1

[
V̇2(j, t)− V̇1(j, t)

] ∫ l

0
θj(x)θk(x) δ(x− ai) dx

 , k = 1, 2, ... .

(2.20)

Using the orthogonality conditions for eigenfunctions we get

µ1

∞∑
j=1

V̈1(j, t)δj,k +
2

l

m∑
i=1

ui(t)

∞∑
j=1

[
V̇1(j, t)− V̇2(j, t)

]
θj(ai)θk(ai)+

EI1

∞∑
j=1

(
jπ

l

)4

V1(j, t)δj,k = Pθk(vt) ,

µ2

∞∑
j=1

V̈2(j, t)δj,k +
2

l

m∑
i=1

ui(t)

∞∑
j=1

[
V̇2(j, t)− V̇1(j, t)

]
θj(ai)θk(ai)+

EI2

∞∑
j=1

(
jπ

l

)4

V2(j, t)δj,k = 0 , k = 1, 2, ... .

(2.21)



26 Chapter 2. Mathematical models of semi-active elastic systems

Finally we rewrite the ODEs representation for the system 2.17

µ1V̈1(k, t) +
2

l

m∑
i=1

∞∑
j=1

ui(t)
[
V̇1(j, t)− V̇2(j, t)

]
sin

jπai
l

sin
kπai
l

+EI1
k4π4

l4
V1(k, t) =

P sin
kπvt

l
,

µ2V̈2(k, t) +
2

l

m∑
i=1

∞∑
j=1

ui(t)
[
V̇2(j, t)− V̇1(j, t)

]
sin

jπai
l

sin
kπai
l

+EI2
k4π4

l4
V2(k, t) =

0 , k = 1, 2, ... .

(2.22)

2.5.2 The initial de�ection

We consider the initially de�ected system exposed in the Figure 2.9.
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Figure 2.9: Initially de�ected Euler-Bernoulli beam system supported by active viscous

dampers.

Let us assume w0(x) to be the initial de�ection of the beam written in the coordinate

system spanned by vectors X⃗ and W⃗ . We notice that w0(x) characterizes the shape of

the beam in which the system exhibits the lack of elastic forces. Thus, we can write the

equation of motion as follows

EI
∂4(w(x, t)− w0(x))

∂x4
+ µ

∂2w(x, t)

∂t2
= −

m∑
i=1

ui(t)
∂w(x, t)

∂t
δ(x−ai)+P δ(x−vt) . (2.23)
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Now, the boundary and initial conditions are of the form

w(x = 0, t) = 0, w(x = l, t) = 0,

(
∂2w(x, t)

∂x2

)
|x=0

= 0,

(
∂2w(x, t)

∂x2

)
|x=l

= 0,

w(x, t = 0) = w0(x), ẇ(x, t = 0) = 0 .

(2.24)

By introducing the substitution w(x, t)−w0(x) = w̄(x, t) we can write the system 2.23 in

the standard form

EI
∂4w̄(x, t)

∂x4
+ µ

∂2w̄(x, t)

∂t2
= −

m∑
i=1

ui(t)
∂w̄(x, t)

∂t
δ(x− ai) + P δ(x− vt) ,

w̄(x = 0, t) = 0 , w̄(x = l, t) = 0 ,

(
∂2w̄(x, t)

∂x2

)
|x=0

= 0 ,

(
∂2w̄(x, t)

∂x2

)
|x=l

= 0 ,

w̄(x, t = 0) = 0 , ˙̄w(x, t = 0) = 0 .

(2.25)

We assumed that: w0(0) = w0(l) = 0.

2.6 The method of power series

In this section we present the method of power series applied to the previously considered

models. This method can be an attractive alternative for the standard numerical proce-

dures as Euler's or Runge-Kutta's. The structure of the systems (2.13, 2.14) let us to

derive the solutions as a function of time by means of pow. That may be helpful in the

analysis. Moreover, time derivatives result immediately from the power series.

The presented solution is given in an arbitrary time interval. The time marching

scheme allows us to perform the solution in successive layers with initial conditions taken

from the end of previous stages. The accuracy of the solutions is examined by means of

numerical examples. The derivation is carried on for semi-active string system (2.2), but

the technique is not speci�c for any kind of previously regarded systems and it can be

applied for the Euler-Bernoulli beam system as well.

Let us consider again the governing equation

µV̈ (k, t) +
2

l

m∑
i=1

∞∑
j=1

ui(t)V̇ (j, t) sin
jπai
l

sin
kπai
l

+N
k2π2

l2
V (k, t) = P sin

kπvt

l
,

k = 1, 2, ... .

(2.26)

We assume that the controls ui(t) are piecewise constant functions as de�ned below and
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shown in the Figure 2.10

ui(t) :

[
0,

l

v

]
→ [umin, umax] , ui(t) =

{
uip, ∀t ∈ (tp−1, tp], p = 1, 2, ..., s

0, t = 0
.

(2.27)

6ui(t)

-
t

b
r

rui1
b rui2 b rui3

b rb rb r
b ruis

t0 t1 t2 t3 ts = l/v

Figure 2.10: Piecewise constant damping function.

Introducing the following notations

πv

l
= ω, sin

jπai
l

sin
kπai
l

= αijk

Equation 2.26 in the time interval t ∈ (tp−1, tp] is simpli�ed into the form

µ V̈ (k, t)+
2

l

m∑
i=1

∞∑
j=1

uip V̇ (j, t)αijk+N
k2π2

l2
V (k, t) = P sin(kωt) , k = 1, 2, ... , (2.28)

where uip denotes the magnitude of suspension of ith damper on pth time interval.

Equation 2.28 is linear and describes the nonhomogeneous system with constant coef-

�cients. The solution being looked for, is the general solution, where integration constants

can be simply represented by initials C1k = V (k, 0), C2k = V̇ (k, 0). It is an easy way

to combine the interval solutions to a global one. Denoting tp−1 by τ , the power series

solution for t ∈ (tp−1, tp] is supposed to take a form

V (k, t) =

∞∑
n=0

dn(k)(t− τ)n , (2.29)

where dn(k) are unknown sequences. Thus

V̇ (k, t) =

∞∑
n=0

ndn(k)(t− τ)n−1, V̈ (k, t) =

∞∑
n=0

(n− 1)ndn(k)(t− τ)n−2 (2.30)

and Equation 2.28 can be written as

µ
∞∑
n=0

(n− 1)ndn(k)(t− τ)n−2 +
2

l

m∑
i=1

∞∑
j=1

∞∑
n=0

uip αijk ndn(j)(t− τ)n−1+

+N
k2π2

l2

∞∑
n=0

dn(k)(t− τ)n = P sin(kωt) , k = 1, 2, ... .

(2.31)
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Representation of sin(kωt) in the power series is

sin(kωt) = sin(kω(t− τ + τ)) = sin(kω(t− τ)) cos(kωτ) + cos(kω(t− τ)) sin(kωτ) =

cos(kωτ)
∞∑
n=0

(−1)n(kω)2n+1(t− τ)2n+1

(2n+ 1)!
+ sin(kωτ)

∞∑
n=0

(−1)n(kω)2n(t− τ)2n

(2n)!
.

(2.32)

Then we have

µ
∞∑
n=0

(n+ 1)(n+ 2)dn+2(k)(t− τ)n+

+
2

l

m∑
i=1

∞∑
j=1

∞∑
n=0

uip αijk (n+ 1)dn+1(j)(t− τ)n +N
k2π2

l2

∞∑
n=0

dn(k)(t− τ)n =

P cos(kωτ)

∞∑
n=0

(−1)n(kω)2n+1(t− τ)2n+1

(2n+ 1)!
+ P sin(kωτ)

∞∑
n=0

(−1)n(kω)2n(t− τ)2n

(2n)!
,

k = 1, 2, ... .

(2.33)

It is commonly known that for every sequence γn, the following equation is satis�ed

∞∑
n=0

γn(t− τ)n =
∞∑
n=0

γ2n(t− τ)2n +
∞∑
n=0

γ2n+1(t− τ)2n+1 . (2.34)

Finally Eqn. 2.33 is rewritten as

µ

∞∑
n=0

(2n+ 1)(2n+ 2)d2n+2(k)(t− τ)2n +N
k2π2

l2

∞∑
n=0

d2n(k)(t− τ)2n+

+
2

l

m∑
i=1

∞∑
j=1

uip αijk

∞∑
n=0

(2n+ 1)d2n+1(j)(t− τ)2n+

+ µ

∞∑
n=0

(2n+ 2)(2n+ 3)d2n+3(k)(t− τ)2n+1 +N
k2π2

l2

∞∑
n=0

d2n(k)(t− τ)2n+

+
2

l

m∑
i=1

∞∑
j=1

uip αijk

∞∑
n=0

(2n+ 2)d2n+2(j)(t− τ)2n+1 =

P cos(kωτ)

∞∑
n=0

(−1)n(kω)2n+1(t− τ)2n+1

(2n+ 1)!
+ P sin(kωτ)

∞∑
n=0

(−1)n(kω)2n(t− τ)2n

(2n)!
,

k = 1, 2, ... .

(2.35)
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Comparing equivalent terms, we obtain the system of recurrence equations

µ (2n+ 1)(2n+ 2)d2n+2(k) = −
2

l

m∑
i=1

∞∑
j=1

uip αijk(2n+ 1)d2n+1(j)+

−N
k2π2

l2
d2n(k) + P sin(kωτ)

(−1)n(kω)2n

(2n)!
,

µ (2n+ 2)(2n+ 3)d2n+3(k) = −
2

l

m∑
i=1

∞∑
j=1

uip αijk(2n+ 2)d2n+2(j)+

−N
k2π2

l2
d2n+1(k) + P cos(kωτ)

(−1)n(kω)2n+1

(2n+ 1)!
, k = 1, 2, ...

(2.36)

and d0(k) = V (k, τ), d1(k) = V̇ (k, τ).

Numerical results for convergence rate of the obtained solution are now presented. In

the analysis 60 modes, 40 terms in the power series and following data were assumed: mass

density µ = 1, string length l = 1, tensile force N = 0.5, point force P = 0.1, velocity

v = 0.2
√

N/µ, total number of dampers m = 1, position of damper a1 = 0.5l. Suspension

magnitude is assumed to be constant and it equals 1 (u1p = 1, ∀p = 1, ..., s).
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Figure 2.11: Solutions computed for di�erent number of time intervals.

The Figure 2.11 presents solution at x = l/2. Curves are plotted for various number of

intervals s = 59, 61 and 65. For lower number of time intervals and greater time increment

the solution in this case diverges.
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Figure 2.12: Solutions computed for di�erent number of terms in power series, FEM

comparison.

To extend the radius of convergence, more terms in power series have to be taken into

account. The Figure 2.12 shows the previous solution for s = 25 and 98, 100 terms in

power series. Dashed line represents solution obtained by the �nite element method.

2.7 State space representation

In this section we introduce the state space representation of models described throughout

this chapter. This representation, known as a minimum set of variables, that fully describes

the system, is a convenient form for specifying and solving the control problems that are

addressed later in this dissertation.

For any of the previously regarded model we can write the equation of motion of the

following form

ẏ = Ay+

m∑
i=1

uiBiy+ f(y) , (2.37)

where y = y(t) : [0, tf ] → Rñ+1 is the state vector. We set time as the last term in the

state vector. A and Bi are constant value matrices. The excitation vector f is represented

as a function of state variables. The autonomous form of 2.37 is for the convenience of

applying �rst-order necessary optimality conditions.

Below we present the state space representation of the system given by Eqn. 2.13,

where N modes are taken into consideration. The state vector is then given as follows

y2k−1(t) = V (k, t) , y2k(t) = V̇ (k, t) , k = 1, 2, ..., ñ/2 , yñ+1(t) = t . (2.38)
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Here ñ = 2N . The components of the matrix A = [āi,j ](ñ+1)×(ñ+1) are as follows

āi,j =


1, (i, j) = (2k − 1, 2k), k = 1, 2, ..., ñ/2 ,

−EI

µ

(j/2)4π4

l4
, (i, j) = (2k, 2k − 1), k = 1, 2, ..., ñ/2 ,

0, else .

(2.39)

The terms of matrices Bi =
[
b̄ij,k

]
(ñ+1)×(ñ+1)

are listed below

b̄ij,k =

 −
2

µl
sin

(j/2)πai
l

sin
(k/2)πai

l
, (j, k) = (2l, 2l′), l, l′ = 1, 2, ..., ñ/2 ,

0, else .
(2.40)

Finally, we have excitation vector f = f(y) : Rñ+1 with its components given of the form

fi =


P

µ
sin

(i/2)πyñ+1

l
, i = 2k, k = 1, 2, ..., ñ/2 ,

1, i = 2ñ+ 1 ,

0, else .

(2.41)
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This chapter has been devoted to the mathematical representation of one-

dimensional semi-active controlled body. The approximated solutions have

been investigated and the relevant number of terms in the Fourier series has

been established. Model based on a string requires at least N=50 modes for

good approximation. For the Euler-Bernoulli beam system the minimum num-

ber of terms in the Fourier series that one should take in to account is N=10.

For the sake of control design the state space representation has been derived.

The power series method for solving the bilinear PDE has been proposed.





3
Optimization in semi-active control systems

Contents

3.1 Problem statement

3.2 Optimal control problem for bilinear systems

3.3 Existence of solution

3.4 Necessary conditions for optimal controls

3.5 Prediction of switchings in optimal controls

3.6 Functional derivative, the method of steepest descent for optimal

control problem

3.7 Numerical example: semi-active controlled oscillator

3.8 The method of parameterized switching times

3.9 Switching times method - numerical examples

Optimal control is the standard method for solving dynamic optimization problems. The

study of this issue-oriented branch of mathematics goes back to 1950s. In that time two

important advances were made. One was Dynamic Programming, founded by Richard

Bellman [Bellman 1957]. Dynamic Programming is a procedure that reduces the search

for an optimal control function to �nding the solution of a partial di�erential equation (the

Hamilton - Jacobi - Bellman Equation) [Vinter 2000]. The other was the the Maximum

Principle [L. S. Pontryagin 1962], a set of necessary conditions for a control function to

be optimal. Based on these theories numerous computational technics were developed in

the 1960s and 1970s [A. E. Bryson 1962]. With the exception of simplest cases, however,

it is impossible to express controls in an explicit feedback form.

In this chapter we consider the optimal control techniques in application to multidimen-

sional bilinear systems. We show the most e�cient computational methods. Furthermore,

the di�culties are exposed.



36 Chapter 3. Optimization in semi-active control systems

The chapter is organized as following. In the �rst section the generalized optimal

control problem is stated. Then, we consider optimal control for bilinear systems. A

short divagation on the existence is then provided. In the following sections the necessary

optimal conditions are given including the derivation on functional derivatives. Further,

the switching method is considered. Finally, we provide simple numerical examples to

verify the e�ciency of the proposed methods.

3.1 Problem statement

This section is devoted to generalized optimal control problem. The intention is to provide

basic de�nitions and assumptions that are used in further investigations.

We consider a control system of the form

ẏ = f(y,u) , y ∈ Y , u ∈ U , (3.1)

where Y is an open domain in Rn and U an arbitrary subset of Rm. The following

assumptions are made for the function f(y,u)

(y,u)→ f(y,u) is a contiuous mapping for y ∈ Y , u ∈ U ,

(y,u)→ ∂f(y,u)

∂y
is a contiuous mapping for y ∈ Y , u ∈ U ,

y→ f(y,u) is a smooth vector �eld on Y for any �xed u ∈ U .

(3.2)

Next, we de�ne a set of admissible control U as the set of measurable functions with values

in U :

U = {u : t→ u(t) ∈ U ,u is measurable} . (3.3)

Under these assumptions the Cauchy problem:

ẏ = f(y,u) , y(0) = y0 (3.4)

has a unique solution (Carathéodory's existence theorem [Coddington 1955],

[Rudin 1987]).

In order to evaluate the quality of a control we introduce the cost functional

J =

∫ tf

0
f0(y,u) dt + g(y(tf )) , (3.5)

where f0 and g are the speci�ed scalar functions, f0 : Y × U → R, g : Y → R, called
running payo� and terminal payo�, respectively. Here tf stands for the �nal time. We

study the following optimal control problem.

Minimize the functional J among all admissible controls u = u(t), t ∈ [0, tf ], where the

corresponding trajectory y(t) is a solution of Cauchy problem 3.4.
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The solution u of this problem is called the optimal control and the corresponding curve y

is the optimal trajectory. The �nal state y(tf ) can be speci�ed or free. In our investigations

we consider only �xed time problems, i. e. tf = constant > 0.

3.2 Optimal control problem for bilinear systems

There is a special group of control systems which are linear in both state space and control

functions. This group is called bilinear systems and it is in the special interest of this work

due to the fact they represent the mathematical models for semi-active controlled systems.

One of the pioneers, that worked on the topic of control of bilinear systems, is R. R. Mohler.

He began and promoted the application of optimal control methods to bilinear systems,

beginning with his study of nuclear power plants in the 1960s. His work is reported in his

books [Mohler 1970], [Mohler 1973], [Mohler 1991], which cite case studies by Mohler and

many others in physiology, ecology, and engineering [Elliott 2009]. The survey on optimal

control of bilinear models of pest population control was presented by Lee [Lee 1978].

In mechanical systems the bilinear terms occur as the products of the state vector and

variable sti�ness functions or of the most common form i. e. velocity vector and variable

damping functions.

In this thesis we consider the bilinear control systems formulated as following

ẏ(t) = f(y,u) = Ay(t) +
m∑
i=1

ui(t)Biy(t) + f̃(y) . (3.6)

Here A and Bi, i = 1, 2, ...,m are constant matrices. The excitation vector f̃(y) denotes

external forces acting on the system. The control functions ui stand for variable parameters

of mechanical system. For the practical reason these variables are bounded to the speci�ed

interval so the co-domain of input vector is limited to hypercube as follows

u(t) ∈ Ω = [umin, umax]
m = {ω ∈ Rm : umin ≤ ωi ≤ umax, i = 1, ...,m} . (3.7)

Again, the objective functional to be minimized is

J =

∫ tf

0
f0(y,u) dt . (3.8)

In many applications, it is desired to �nd the control that steers the system 3.6 from an

initial state y(0) = y0 to some terminal state y(tf ) = yf so as to minimize 3.8 with an

admissible control 3.7. In general this problem may have not a solution due to lack of

controllability, especially in the case of bilinear systems driven by constrained controls.

The widespread Linear Quadratic Regulator approach can be applied for bilinear sys-

tems. By introducing a quadratic performance index

J =
1

2

∫ tf

0

(
yTQy+ ru2

)
dt+

1

2
yT (tf )Pfy(tf ) , (3.9)
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it can be shown, that for the system

ẏ(t) = Ay(t) +Bu(t)y(t) + bu(t) (3.10)

there exists an optimal feedback controller and it can be computed as a limit of a sequence

uk+1(t) = r−1
[
Byk+1(t) + b

]T
Kk+1(t)yk+1(t) . (3.11)

whereKk+1 is the solution of the di�erential Riccati equation. For details see [Hofer 1988].

A key reason for using feedback is to reduce the e�ects of uncertainty which may appear in

di�erent forms as disturbances or imperfections in models. However, the iterative method

that produces the feedback control 3.11 requires a fast computing controller. Moreover,

the method is limited to particular form of objective functional 3.9.

For more general problems we try to derive the optimal controls by applying the �rst

order necessary conditions for optimality. This approach is presented in the following

sections.

3.3 Existence of solution

In this section we discuss in brief the su�cient conditions for the existence of an optimal

control for the problem

Minimize J =

∫ tf

0
f0(y,u) dt ,

subject to ẏ(t) = f(y,u) = Ay(t) +
m∑
i=1

ui(t)Biy(t) + f̃(y) , y(0) = 0 ,

u(t) ∈ Ω = [umin, umax]
m = {ω ∈ Rm : umin ≤ ωi ≤ umax, i = 1, ...,m} .

(3.12)

The aim is to present a theorem that asserts the existence of at least one optimal control,

that is, the existence of function u∗ ∈ Ω for which J(u∗) ≤ J(u) for all u ∈ Ω.

The existence theory is in essence a study of a continuous or semi-continuous function

J(u) on a compact set Ω. We introduce the target T(t) and the set of successful controls

that steer the system to this target

∆ = {u ∈ Ω | ∃t1 ≥ 0 such that y(t1,y0,u) ∈ T(t1)} . (3.13)

Let ∆(T ) be a class of all admissible controls which steer y0 to the target in time t1,

0 ≤ t1 ≤ T . We assume that successful responses on [0, T ] satisfy an a priori bound

|y(t,y0,u)| ≤ α for all u ∈ Ω , 0 ≤ t ≤ t1 , (3.14)

where α = α(T ) is constant. Then, the following theorem can be formulated
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Theorem 3.1. ([J. Macki 1982]) Consider the problem 3.12 on a �xed interval [0, tf ],

with y(0) given, T(t) ≡ 0 and f(y,u), f0(y,u) continuous. Assume that ∆(T ) ̸= ∅, and
that a successful response satis�es an a priori bound 3.14. If, in addition, the set of

points f̂(y,Ω) =
{
(f0(y, v), f

T (y, v))T | v ∈ Ω
}
is a convex set in Rn+1, then there exists

an optimal control.

Theorem 3.1 covers the case when f and f0 are both linear in the control. Indeed, if

f = A(y)u+ g(y) , f0 = a(y)Tu+ g0(y) , (3.15)

with A an n×m matrix, g an n - vector, a an m - vector and g0 real - valued, then

f̂(y,Ω) =
{
(aTv+ g0, Av+ g)|v ∈ Ω

}
(3.16)

is convex.

In some special cases the strong convexity condition is not necessary. If we restrict our

controls to take their values in certain special subsets of Ω, then it is possible to choose

these subsets so they are compact in stronger topologies. Let us assume that controls are

piecewise constant with at most r points of discontinuity. Then it can be shown that the

set of these control is compact in L1 norm and the following theorem can be formulated

Theorem 3.2. ([J. Macki 1982]) Let [0, tf ] be a �xed interval. Suppose that controls are

piecewise constant with at most r points of discontinuity and assume ∆(T ) ̸= ∅. Assume

that f(y,u), f0(y,u) are continuous and that successful responses satisfy an a priori bound

3.14. Then there exists an optimal control.

For proofs and details see [Lee 1978], [J. Macki 1982].

3.4 Necessary conditions for optimal controls

This section is devoted to the most important necessary condition which an optimal control

must satisfy - the Pontryagin Maximum Principle (PMP). The su�cient condition, which

guarantees the existence of at least one optimal control, is not useful and does not help us

�nd the minimum. On the other hand, the necessary condition gives us a concrete method

for �nding these points.

In order to formulate the PMP we introduce the control theory Hamiltonian of the

form

H(y,p,u) = pT ẏ− f0 . (3.17)

We consider the autonomous problem de�ned by 3.1, 3.3, 3.5. Then we can write the

following theorem.
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Theorem 3.3. (Pontryagin Maximum Principle, L. S. Pontryagin, 1962).

Assume u∗ is optimal control and y∗ is the corresponding trajectory. Then there exists a

function p∗ : [0, tf ]→ Rn such that

ẏ∗(t) = ∇pH(y∗(t),p∗(t),u∗(t)) , (3.18)

ṗ∗(t) = −∇yH(y∗(t),p∗(t),u∗(t)) , (3.19)

and

H(y∗(t),p∗(t),u∗(t)) = max
a∈U

H(y∗(t),p∗(t), a) , t ∈ [0, tf ] . (3.20)

In addition,

the mapping t→ H(y∗(t),p∗(t),u∗(t)) is constant. (3.21)

Finally, we have the terminal condition

p∗(tf ) = ∇g(y∗(tf )) . (3.22)

For proofs see for example [Evans 2000], [J. Macki 1982], [M. Athans 2007].

Next, we discuss the impact of the PMP when applied to the following bilinear control

problem.

Minimize J =

∫ tf

0
f0(y) dt ,

subject to ẏ(t) = Ay(t) +

m∑
i=1

ui(t)Biy(t) + f̃(y) , y(0) = 0 ,

where u(t) ∈ Ω = [umin, umax]
m = {ω ∈ Rm : umin ≤ ωi ≤ umax, i = 1, ...,m} ,

moreover tf is �xed , y(tf ) is free .

(3.23)

While the objective functional is given as independent of control in explicit form, we can

easily derive the optimal controls. Hamiltonian for the problem 3.12 is of the following

form:

H(y,p,u) = pT (t)

(
Ay(t) +

m∑
i=1

ui(t)Biy(t) + f̃(y)

)
− f0(y) . (3.24)

Thus, as a result of PMP optimal control functions are bang - bang type

u∗i (t) =

{
umax, pT (t)Bi y(t) > 0

umin, pT (t)Bi y(t) < 0
, (3.25)

where

ṗ(t) = −∂H

∂y
, p(tf ) = 0 . (3.26)

Remark : We do not consider singular cases by assuming that the set of instants t such

that pT (t)Bi y(t) = 0 is a null set.



3.5. Prediction of switchings in optimal controls 41

The implicit form for controls 4.5 requires solving of two point boundary value problem

(TPBVP). There are two popular classes of numerical methods for solving two point

boundary value problems. The �rst class consist of shooting methods that appear in

many variants. The second class is represented by relaxation methods. In one variant

of shooting methods we set unknown initial conditions as parameters to be determined,

then solve the multidimensional root - �nding problem so to achieve the desired values at

the other boundary. As another variant of the shooting method, we guess unknown free

parameters at both ends of the domain, integrate the equations to a common midpoint,

and seek to adjust the guessed parameters so that the solution joins smoothly at the �tting

point [W. H. Press 1992]. Relaxation methods implement another approach. The domain

is represented as a set of points creating mesh. The di�erential equations are transformed

into the �nite di�erence equations. We start with a trial solution that consists of values for

the dependent variables at each mesh point, neither satisfying the desired �nite-di�erence

equations, nor necessarily even satisfying the required boundary conditions. The iteration

which in this case is called the relaxation, consists of adjusting all the values on the

mesh to bring them into successively closer agreement with the �nite-di�erence equations

together with the boundary conditions. In many cases shooting and relaxation methods

are applied together, where the shooting is always the �rst. All of the methods exhibit

good performance in the case of low dimensional problems excluding solutions that are

unsmooth or highly oscillatory.

3.5 Prediction of switchings in optimal controls

In general for multidimensional problem it is di�cult to predict the structure of the solu-

tions of 4.5. We are not able to predict whether the switchings occur, i.e. if there exists an

instant t such as the term
(
pT (t)Bi y(t)

)
changes its sign. In mechanical systems, where

the damping coe�cient is the parameter to be controlled and the objective is to dissipate

the energy in the optimal sense, in some cases we can suspect that the best performance

is exhibited by the the system steered by a constant maximum value control. So when

can we expect the optimal switching control? To answer to this question let us consider

the system 3.6 with m = 1 for simplicity, that is

ẏ = Ay+ uBy+ f̃(y) , (3.27)

with the adjoint system

ṗ = −∂H(y,p, u)

∂y
. (3.28)

The following theorem is proposed by the author of this dissertation and it is the su�cient

condition for existence of the control u∗ ̸= umax that results in more bene�cial value of

objective functional described in 3.23.
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Theorem* 3.4. Let yumax
(t) and pumax

(t) be the solutions of the state 3.27 and the

adjoint state 3.28 equations when the following constant control function is given u(t) =

umax. If there exists an interval [t1, t2] ⊆ [0, tf ] such that for all t ∈ [t1, t2] we have(
pTumax

(t)Byumax
(t)
)
< 0, then there also exists a control u∗ ∈ Ω, u∗ ̸= umax such that

J(u∗) < J(umax).

Proof. Let u∗ = umax + δu. Then we can write the di�erential of the cost functional in

the following form

J(umax + δu)− J(umax) = δJ(umax)(δu) + rJ(umax, δu) , (3.29)

where δJ(umax)(δu) is �rst variation of the functional J(umax) and rJ(umax, δu) = o(δu),

i.e. rJ(umax, δu)/∥δu∥ → 0 as ∥δu∥ → 0. For a su�ciently small δu the sign of the right

hand side of Eq.(3.29) depends on the sign of the variation. Therefore, we need to prove

that δJ(umax)(δu) < 0.

J =

∫ tf

0

[
f0(y) + pT (ẏ− f)

]
dt , (3.30)

where p = p(t) : [0, tf ] → Rn is the adjoint state. We introduce Hamiltonian of the

standard form

H : Rn × Rn × Ω→ R , H(y,p, u) = pT f− f0(y) , (3.31)

J =

∫ tf

0

(
pT ẏ−H

)
dt . (3.32)

In�nitesimal change δu causes variations of the functions δy(t), δẏ(t), δp(t). This results

in the following variation of cost functional

δJ(u)(δu) =

∫ tf

0

{
−∂H

∂u
δu−

(
∂H

∂y

)T

δy+ pT δẏ+

(
ẏ− ∂H

∂p

)T

δp

}
dt . (3.33)

To ful�ll Eq. 3.49 the last term must be equal to zero: (ẏ− f)T δp = 0. Now, under the

assumption δẏ = d
dt (δy), the integration by parts yields

δJ(u)(δu) =

∫ tf

0
−∂H

∂u
δu dt−

∫ tf

0

(
ṗ+

∂H

∂y

)T

δy dt+
[
pT δy

]tf
0

. (3.34)

The second and last term vanishes by setting

ṗ = −∂H

∂y
, p(tf ) = 0 (3.35)

and respecting the initial boundary condition δy(0) = 0. Then

H = pT
(
Ay+ uBy+ f̃(y)

)
− f0 , (3.36)
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δJ(u)(δu) = −
∫ tf

0

(
pTBy

)
δu dt . (3.37)

Next, we set the variation of control as following

δu =


0, t ∈ [0, t1)

ε < 0, t ∈ [t1, t2]

0, t ∈ (t2, tf ] .

(3.38)

Then u∗ ∈ Ω. For such a control we conclude that

∀t ∈ [t1, t2] p
T
umax

(t)Byumax
(t) < 0 =⇒ δJ(umax)(δu) = −

∫ t2

t1

(
pT
umax

(t)Byumax
(t)
)
ε dt < 0 .

(3.39)

The theorem 3.4 can be easily generalized to the system 3.6.

3.6 Functional derivative, the method of steepest descent for

optimal control problem

In this section we present the numerical treatment for the optimal control problem 3.23.

First we introduce the de�nition of the functional derivative, then the optimization pro-

cedure based on the method of steepest descent is developed.

The functional derivative is a generalization of the gradient. It carries information on

how a functional changes, when the function changes by a small amount. By the de�nition,

the functional derivative δJ/δu is a distribution such that the following equality holds

lim
ε→0

J(u+ εh)− J(u)

ε
=

∫
Γ

(
δJ(u)

δu(t)

)T

h(t) dt , t ∈ Γ , (3.40)

where h = h(t) : Γ → Rm is an arbitrary function. Now, we go back to the proof for

the theorem 3.4, where the formula for the �rst variation is derived. Directly we conclude

that the functional derivative is of the form

δJ

δu
= −∂H

∂u
. (3.41)

The formula 3.41 allows us to apply a �rst-order optimization algorithm. The gradient

descent (or the steepest descent) is one of the most popular method for �nding a minimum

of a function (or functional). In this method one takes steps proportional to the negative

of the gradient (or of the approximate gradient) of the function at the current point. For

more details see for example [Snyman 2005].

Numerical computations, based on the method of steepest descent, in application to

the problem 3.23 can be performed by proceeding the following steps:
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Step 1. Guess initial control u0, set k ← 0.

Step 2. Solve the state equation by substituting u = uk.

Step 3. Calculate Hamiltonian H(y,p,u) = pT ẏ − f0, then solve the adjoint state by

backward integration.

Step 4. Compute descent direction dk = − δJ
δu = ∂H

∂u . If dk = 0, then stop.

Step 5. Choose step size λk such that uk+1 = uk + λkdk respects the constraints

i.e. uk+1 ∈ [umin, umax]
m. Optionally perform the line search by solving λk =

argminλk>0 J(uk + λkdk).

Step 6. Set uk+1(t)← uk(t) +λkdk(t), k ← k+1. If stop condition does not hold then

go to the Step 2.

3.7 Numerical example: semi-active controlled oscillator

In this section we examine the gradient descent method for one of the most common

semi-active optimal control problem. The object under control is the driven oscillator.

As the parameter to be controlled we take the damping coe�cient. The goal is to test

the e�ciency of the gradient descent method in the case of parametric control of the

oscillating system and also to provide the comparative results for another method that

will be proposed in next section.

We consider the following optimization problem:

Minimize J =

∫ tf

0

{
(y1)

2 + (y2)
2
}
dt

subject to the system ẏ1 = y2

ẏ2 = −ky1 − uy2 + P sin(ωy3)

ẏ3 = 1 .

Here , u(t) ∈ [umin, umax]

and y(t) = [y1(t), y2(t), y3(t)] ⊂ R3 , y(0) = [1,−1, 0]T , tf is �xed .

(3.42)

The parameters are set to the following values

k = 1 , P = 5 , ω = 5 , umin = 10−5 , umax = 3 .

For the sake of application of PMP in the standard way, the system is given in autonomous

form, where the last component of the vector state represents time. Here f0 is chosen as

simple quadratic form and its value is related to the total energy of the system. So, the
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desired goal of the variable damping control is to provide a minimum of the integrand

of the energy of the system under excitation in the speci�ed time interval [0, tf ]. The

computations are carried out for two cases, each with the di�erent �nal time tf = 0.67

and tf = 1, respectively.

The Hamiltonian for the problem 3.42 is of the form

H(y,p, u) =

 p1

p2

p3


T  y2

−ky1 − uy2 + P sin(ωy3)

1

− (y1)
2 − (y2)

2 . (3.43)

Here, the adjoint system is described by the equations

ṗ1 = kp2 + 2y1

ṗ2 = −p1 + up2 + 2y2

ṗ3 = −ωP p2 cos(ωy3)

(3.44)

and it ful�lls the terminal condition p(tf ) = 0. From PMP we immediately get the optimal

control

u∗(t) =

{
umax, p2 y2 < 0

umin, p2 y2 > 0
. (3.45)

Corollary : The switchings occur whenever p2 or y2 change their signs. The number of

switchings and instants of switchings can not be predicted be means of the solution 3.45.

Numerical treatment of the problem 3.42 is based on the procedure presented in section

3.6. Here, the descent direction is

dk = −δJ

δu
=

∂H

∂u
= − p2 y2 . (3.46)

The step size is assumed to be constant for every iteration and λk = 1. The computations

are terminated after performing k = 500 iterations. The discrete time interval [0, tf ] is split

into 500 equal subintervals. We assume the constant control for any of these subintervals.

The initial control is assumed to be the constant function, set to the maximum value for

all subintervals u0(t) = umax, ∀t ∈ [0, tf ].

3.7.1 Case 1: tf = 0.67

In the �rst case the time interval, after a few attempts, is taken to be [0, tf ] = [0, 0.67], so

to capture at least one switching in the optimal control function. The Figure 3.1 displays

the trajectory of this control.



46 Chapter 3. Optimization in semi-active control systems
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Figure 3.1: Optimized control function � the gradient method.

The clearly visible point of switching appears as the slope part of the trajectory (in the case

of more precise computation the angle of slope approaches 90◦). The switching occurs in

the instant when the trajectory of velocity changes the sign: y2(tswitch) = 0. It is depicted

in the Figure 3.2.
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Figure 3.2: Trajectories of the optimized state.

On the other hand the trajectory of p2 (3.3) does not meet the abscissa (apart from the

�nal zero condition). This results in only one switching during the time interval (0, tf ).
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Figure 3.3: Trajectories of the optimized adjoint state.

The values of objective functional in every iteration are plotted in the Figure 3.4.
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We remind that in the beginning of iterative procedure the initial control was set as

u(t) = umax. So, we can clearly observe the improvement from constant maximum value

control by replacing it with switching one.

0 100 200 300 400 500
iter
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0.76

0.78
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cost

Figure 3.4: Cost functional with respect to the number of iteration.

3.7.2 Case 2: tf = 1

In this case the time interval is assumed to be [0, tf ] = [0, 1]. It captures three switchings

in the optimal control function, which is exposed in the Figure 3.5.
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Figure 3.5: Optimized control function � the gradient method.

The �rst and the third switchings are caused by changing the sign of velocity y2 (Figure

3.6), while the second one results from the crossing the abscissa by trajectory p2 (Figure

3.7).

In the Figure 3.8 the objective functional with respect to number of iteration is pre-

sented. The rate of convergence in the presented cases is very satisfactory, even if the

line search method is not applied. The computations were performed on the standard PC

(Intel Pentium Core 2) and it took less then 180 seconds for any of presented examples.



48 Chapter 3. Optimization in semi-active control systems

0.2 0.4 0.6 0.8 1.0

t

tf

-1.0

-0.5

0.5

1.0

y1HtL, y2HtL

y2HtL

y1HtL

Figure 3.6: Trajectories of the optimized state.
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Figure 3.7: Trajectories of the optimized adjoint state.
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Figure 3.8: Cost functional with respect to the number of iteration.

For convenience we call the presented method as the gradient method in contrast to

the method presented in the following section, which is called the switching times method.

3.8 The method of parameterized switching times

In the example presented in the previous section we observe that the numerical results

coincide with the theoretical predictions. The postulated switching nature of optimized

control is con�rmed. In the case of more complex systems we expect di�culties in obtaining
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so accurate, switching shaped, numerical solutions. Increasing precision of calculations

is associated with higher dimensional optimization problem, which turns in the rapid

extension of time required for computations. There is a need to use more e�cient numerical

algorithm for computing the optimal switching control solutions. For this purpose it is very

intuitive to parameterize the switching times and reformulate the minimization problem.

The objective functional is now optimized with respect to new parameters - the switching

times. So, in fact, the optimal control problem becomes a nonlinear programming problem,

where gradient and non-gradient optimization methods can be applied.

In this section we develop the method of parameterized switching times which is based

on the derivative of objective functional with respect to these times. In calculations we

use the fundamental facts from the calculus of variations as well as the property of Dirac

delta function. After derivation, the complete numerical algorithm is given.

We again investigate the bilinear control systems given in autonomous form (the last

term of state vector stands for time)

ẏ = Ay+

m∑
i=1

uiBiy+ f̃(y) . (3.47)

For simplicity let us a consider system driven by only one switching control

u = umax U(t− τ) , τ ∈ [0, tf ] . (3.48)

Here, U stands for the unit step function. Thus, system 3.47 can be rewritten as follows

ẏ = f(y, τ) = Ay+ umax U(yn − τ)By+ f̃(y) . (3.49)

Here, again y = y(t) : [0, tf ] → Rn, yn(t) = t, f = f(y, τ) : Rn × [0, tf ] → Rn. Next, we

introduce the cost functional to be minimized

J =

∫ tf

0
f0 dt , (3.50)

where f0 = f0(y) : Rn → R and tf is �xed. The cost functional subjected to system

governed by 3.49 can be rewritten as follows

J =

∫ tf

0

[
f0 + pT (ẏ− f)

]
dt . (3.51)

where p = p(t) : [0, tf ] → Rn is the adjoint state. The Hamiltonian for the considered

problem is of the form

H : Rn × Rn × [0, tf ]→ R , H(y,p, τ) = pT f− f0 . (3.52)

Inserting the Hamiltonian into the formula for the objective functional we get

J =

∫ tf

0

(
pT ẏ−H

)
dt . (3.53)
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In�nitesimal change dτ causes variations of the functions δy(t), δẏ(t), δp(t). This results

in the following variation of the cost functional

δJ =

∫ tf

0

{
−∂H

∂τ
dτ −

(
∂H

∂y

)T

δy+ pT δẏ+

(
ẏ− ∂H

∂p

)T

δp

}
dt . (3.54)

To ful�ll Eq. 3.49 the last term must be equal to zero (ẏ− f) δp = 0. Now, under the

assumption δẏ = d
dt (δy), the integration by parts yields

δJ =

∫ tf

0
−∂H

∂τ
dτ dt−

∫ tf

0

(
ṗ+

∂H

∂y

)T

δy dt+
[
pT δy

]tf
0

. (3.55)

The second and last terms in 3.55 vanish by using the de�nition for adjoint state, respecting

its �nal condition

ṗ = −∂H

∂y
, p(tf ) = 0 (3.56)

and also regarding the initial boundary condition δy(0) = 0. For small dτ we can now

use the approximation

∆J ≈ δJ = −
∫ tf

0

∂H

∂τ
dτ dt =

(
−
∫ tf

0

∂H

∂τ
dt

)
dτ . (3.57)

This implies that the total derivative of the objective functional with respect to switching

time ful�lls the following equation

∂J

∂τ
= −

∫ tf

0

∂H

∂τ
dt . (3.58)

Hamiltonian for the system 3.49 takes the following form

H = pT
(
Ay+ umax U(yn − τ)By+ f̃(y)

)
− f0 . (3.59)

Then, the approximated gradient of the cost functional is

∂J

∂τ
= −

∫ tf

0
pT (t)By(t)

∂ [umax U(t− τ)]

∂τ
dt . (3.60)

Finally we get

∂J

∂τ
= umax

∫ tf

0
pT (t)By(t) δ(t− τ) dt = umaxp

T (τ)By(τ) . (3.61)

Now, we consider the next switching action de�ned by the control

ū = umax U(t)− umax U(t− τ̄) , τ ∈ [0, tf ] . (3.62)

Following the previous procedure we immediately get the gradient of the cost functional

with respect to the switching time τ̄

∂J

∂τ̄
= −umax p

T (τ̄)By(τ̄) . (3.63)
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To summarize the obtained results, the switching actions and the appropriate gradients

are listed below:

Switching action(t = τ) : [o�] −→ [on] ,
∂J

∂τ
= umax p

T (τ)By(τ) ,

Switching action(t = τ̄) : [on] −→ [o�] ,
∂J

∂τ̄
= −umax p

T (τ̄)By(τ̄) .

(3.64)

Alternate methods for computation of switching times were presented by R. Mohler

[Mohler 1973] and C.Y. Kaya together with J.L. Noakes [Kaya 1996].

Before the computational algorithm is developed, the number of controls m is pre-

sumed. Next, for such controls we assume n to be the number of switching actions

[o�]→ [on] or [on]→ [o�]. Therefore, we can collect the switching times into two matrices:

τ = [τi,j ]m×n, τ̄ = [τ̄i,j ]m×n, where {τi,j} and {τ̄i,j} are increasing sequences with respect

to j, where for every pair (i, j) we have τi,j ∈ [0, tf ), τ̄i,j ∈ (0, tf ] . Moreover we assume

that τi,j < τ̄i,j for all i, j. The state equation is then of the form

ẏ = Ay + umax

m∑
i=1

n∑
j=1

[U(t− τi,j)− U(t− τ̄i,j)]Biy + f̃(y) . (3.65)

The computational algorithm based on the prede�ned gradient method compounds of the

following steps:

Step 1. Guess initial matrices [τi,j ] and [τ̄i,j ].

Step 2. Solve the state equation 3.65 by substituting [τi,j ] and [τ̄i,j ].

Step 3. Calculate Hamiltonian 3.52, then solve the adjoint state 3.56 by backward inte-

gration.

Step 4. Compute the derivatives 3.67 for all components of switching time matrices.

Step 5*. Modify time switching matrices by using �rst-order optimization algorithm.

Step 6. Check whether switching times τi,j or τ̄i,j extend their limited values 0 or tf ,

respectively. If so, then set these switchings to appropriate in�nium or supremum

of the set [0, tf ] and then go to the Step 2.

Step 7. Check if length of any of interval [τi,j , τ̄i,j ] approaches zero. If so, discard those

switching time, resize the matrices [τi,j ], [τ̄i,j ] and go back to the Step 2.

Step 8. Repeat the Steps 2-7 until the de�ned stop condition is ful�lled.

Remark: The Step 5* can be proceed in analogy to Step 5 in the algorithm presented in

the section 3.6, where the control vector is now replaced by the components of matrices

[τi,j ] and [τ̄i,j ].
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The approach presented in this section is not limited to the bilinear systems only.

As soon as the controls are assumed to be bang - bang or the the bang - bang type

resulting from the PMP, the problem of �nding the required controls becomes one of

�nding switching times.

3.9 Switching times method - numerical examples

In this section the method of parameterized switching times is applied to the optimal

control problem formulated in the section 3.7. The goal is to examine the performance of

the switching method as well as to provide the comparative results to these obtained by

using previously investigated gradient method.

Assuming [τ1,j ] and [τ̄1,j ] as the switching time matrices, the Hamiltonian for the

system described in 3.42 can be written in the form

H(y,p, τ , τ̄ ) =

 p1

p2

p3


T  y2

−ky1 + P sin(ωy3)

1

+

+

 p1

p2

p3


T  0

−y2
0

 umax

n∑
j=1

[U(t− τj)− U(t− τ̄j)]− (y1)
2 − (y2)

2 .

(3.66)

Thus, the derivatives of cost functional with respect to switching times are

Switching action(t = τ) : [o�] −→ [on] ,
∂J

∂τ
= −umax p2(τ)y2(τ) ,

Switching action(t = τ̄) : [on] −→ [o�] ,
∂J

∂τ̄
= umax p2(τ̄)y2(τ̄)) .

(3.67)

Numerical computations are performed on the discretized time interval [0, tf ], that is

split into 1000 equal subintervals. As the �rst order optimization method, used in Step

5* in algorithm 3.8, the gradient descent is applied. The stepsize λk is chosen in such

a way, that for every iteration the inequality holds λk dk ≥ [0, tf ]/1000. This condition

provides modi�cation of elements of τ and τ̄ in every iteration. The computation stops

when all components of τ and τ̄ oscillate between two nearest values of the discretized

time domain.

3.9.1 Case 1: tf = 0.67

Likewise in the section 3.7 we �rst consider the problem in the time interval [0, tf ] =

[0, 0.67]. The computations are performed for two cases, each with the di�erent initial
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matrices: (case A) τ = 0.1 tf , τ̄ = 0.9 tf , (case B) τ = 0.7 tf , τ̄ = 0.8 tf . The length of

matrices is assumed on the basis of results obtained by gradient method.

The Figure 3.9 displays switching times convergence. The point of convergence is the

same for both cases A and B.
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Figure 3.9: Switching time values with respect to the number of iteration.

The optimized control trajectory is show in the Figure 3.10.
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Figure 3.10: Optimized control function � the switching times method.

Comparing the solution obtained by the gradient method 3.1, we observe, that the instant

of switching denoted as τ is equal to the coordinate of the middle point of the slope in

3.1. Thus, the coincidence of the results is very high.
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Figure 3.11: Cost functional with respect to the number of iteration.

In the Figure 3.11 we present the evolution of the objective functional in the iterative

process. Finally, the Figure 3.12 demonstrates the optimized state and adjoint trajectories:

y1(t), y2(t) and p1(t), p2(t), respectively.
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Figure 3.12: Optimized state and adjoint state trajectories.

3.9.2 Case 2: tf = 1

In the second case, the initial switching matrices are assumed to be τ = [0.4 tf , 0.8 tf ] , τ̄ =

[0.6 tf , 0.9 tf ]. The evolution of the switching times and objective functional in the iterative

process is exposed in the Figure 3.9.2.

In the Figure 3.14 the trajectory of optimized switching control is depicted. The

coincidence with 3.5 is clearly visible.

In order to check the correctness of the algorithm 3.8 computations were also performed

with larger size of initial matrices τ , τ̄ . In each of presented cases the algorithm forced

discarding of extra switchings. While the proper sizes of initial matrices are assumed,

the time required for computation is reduced more then �ve times in comparison to the

gradient method.



3.9. Switching times method - numerical examples 55

10 20 30 40 50
iter

0.2

0.4

0.6

0.8

1.0

t

tf

Τ2

Τ2

Τ1

Τ1

(a) Switching times

10 20 30 40 50
iter

1.0302

1.0304

1.0306

1.0308

1.0310
cost

(b) Objective functional

Figure 3.13: Switching times and cost functional with respect to the number of iteration.
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Figure 3.14: Optimized control function � the switching times method.
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Figure 3.15: Optimized state and adjoint state trajectories.

For comparison the state and adjoint trajectories are presented in the Figure 3.15.
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In this chapter the problem of optimal control of bilinear systems has been

considered. Application of the �rst order necessary optimality condition has

enabled us to characterize the general structure of optimal solutions. The

optimal controls are bang-bang type. To obtain the optimal solutions one has

to solve the di�cult multidimensional TPBVP. Thus, the problem has to be

treated numerically. Two di�erent methods based on the gradients has been

applied to the simple oscillator problem. The numerical results show that

the switching times methods can be very e�cient if the proper number of

switchings is assumed.
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Optimization of moving load trajectories via semi-active

control method

Contents

4.1 Optimal control problem formulation

4.2 Numerical optimization methods in the semi-active controlled

elastic systems

4.3 The total number of semi-active dampers

4.4 The placement of semi-active dampers

4.5 The velocity of a travelling load

4.6 Initially de�ected beam

4.7 Double beam system

This chapter is devoted to optimization problems in the semi-active controlled elas-

tic systems. The aim is to provide shapes of the optimal control functions as well as

quantitative results that may be directly used in further design of control systems. The

investigations are based on the models and computational tools presented during two

previous chapters. The control method that is proposed has to meet the two following

important conditions: it has to be safety and the resulting control system has to out-

perform the passive system. Typically, the optimal switching pattern results in a large

number of switching events. If an error occurs and the switching pattern is shifted in

the time domain, then such a complicated control may immediately drive the system to

an undesired or even unstable state. Therefore, it is desirable to reduce the number of

switching events.

The chapter is organized as follows: In the �rst section the optimal control problem

for the straight line passage of a moving load is formulated. Then, the gradient method
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and the switching times method is applied to solve the posed problem. A short divagation

on the relevant number of switchings is also provided. Next, in order to demonstrate how

di�erent parameters of the system e�ect the quality of the proposed control methods, a

number of numerical examples is given. Finally, the two particular cases are considered.

4.1 Optimal control problem formulation

In this section we formulate the optimal control problem which corresponds to the problem

of �nding the straight line passage of a moving load upon an elastic one-dimensional body.

The form of the cost functional is assumed. Then, in order to derive the optimal controls

the Pontryagin Maximum Principle is applied. Finally, the adjoint system is written.

As the representative example of elastic one-dimensional body we consider the Euler-

Bernoulli beam. The objective is to reduce the total de�ection of a travelling load. The

cost functional can be written as the L2 norm of the de�ection function i. e. of the form

J = ⟨w(vt, t)|w(vt, t)⟩ =
∫ tf

0
[w(vt, t)]2 dt . (4.1)

Thus, the optimal control problem can be written as the following:

Minimize J =

∫ tf

0
[w(vt, t)]2 dt ,

subject to



EI
∂4w(x, t)

∂x4
+ µ

∂2w(x, t)

∂t2
= −

m∑
i=1

ui(t)
∂w(x, t)

∂t
δ(x− ai) + P δ(x− vt) ,

w(x = 0, t) = 0 , w(x = l, t) = 0 ,

(
∂2w(x, t)

∂x2

)
|x=0

,

(
∂2w(x, t)

∂x2

)
|x=l

,

w(x, t = 0) = 0 , ẇ(x, t = 0) = 0 ,

u(t) ∈ Ω = [umin, umax]
m .

(4.2)

The equivalent optimization problem, but given in the state space representation (as

reported in Section 2.7), can be rewritten in the form:

Minimize J =

∫ tf

0

 l

2

n/2∑
k=1

y2k−1(t) sin

(
kπvyn+1(t)

l

)2

dt ,

subject to ẏ(t) = Ay(t) +
m∑
i=1

uiBiy(t) + f(y) ,

u(t) ∈ Ω = [umin, umax]
m .

(4.3)
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For such a problem we write the Hamiltonian as the following

H(y,p,u) = pT

(
Ay(t) +

m∑
i=1

uiBiy(t) + f(y)

)
−

 l

2

n/2∑
k=1

y2k−1(t) sin

(
kπvyn+1(t)

l

)2

.

(4.4)

The problem 4.3 is analogous with the one presented in the Chapter 3. The application

of PMP yields the optimal control functions of the bang-bang type

u∗i (t) =

{
umax, pT (t)Bi y(t) > 0

umin, pT (t)Bi y(t) < 0
. (4.5)

Here the adjoint system is given in the following form

ṗ = −∂H

∂y
= −pT

(
A+

m∑
i=1

uiBi +
∂f

∂y

)
+

∂

{[
l
2

∑n/2
k=1 y2k−1(t) sin

(
kπvyn+1(t)

l

)]2}
∂y

(4.6)

and it ful�ls the terminal condition: p(tf ) = 0. The adjoint state is a necessary component

for numerical procedures used for solving the optimal control problems presented later in

the work.

4.2 Numerical optimization methods in the semi-active con-

trolled elastic systems

In this section we apply the numerical optimization methods (presented in the Chapter

3) to the elastic semi-active controlled system. We de�ne the Euler-Bernoulli beam as

the representative elastic body for numerical investigations. Next we solve the optimal

control problem 4.3 by using both the gradient method and the switching times method

(for Matlab code see the Appendix B). The goal is to establish the relevant number of

switching actions to achieve good performance of resulting control system. Reduction in

the number of switchings is bene�cial for two reasons: the system is less sensitive for errors

and the time required for computations is signi�cantly shortened. The comparison of cost

values obtained by di�erent methods is presented in the end of the section.

It must be mentioned here that the gradient method used in this work leads to a

local optima that refer to sub-optimal solutions. The assumption that has to be made is

that the objective functional is locally convex with respect to control functions. By the

optimization we mean the process of searching for the solution that for some objective is

better than one taken as initial value in the optimization process. In fact, in this work we

look for the solutions that outperform the passive cases. Thus, it is reasonable to assume

the passive cases as the initial values in the optimization procedures.
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We consider the system as showed in the Figure 2.1. We assume the following elastic

body: HE - A 300A steel beam (according to DIN 1025 and Euronorm 53 − 62). The

constants for the beam are as follows: the length l = 24 m, the mass density µ = 88.3

kg/m, the bending sti�ness EI = 38.3 · 106 Nm 2 (E = 210 · 109 Pa). The force P = 104

N travels with the velocity v = 0.7c, where c = (π/l)
√

EI/µ is the critical speed (In

this case c = 86.2 m/s). In the computations the following placements of the two active

dampers are established: 0.33l, 0.66l. For every damper the value of variable damping

coe�cient belongs to the set: [umin, umax] = [103, 5 · 105] Ns/m. 10 �rst modes are taken

into account in computations.

4.2.1 The passive cases

In this section we execute the simulations of the system 2.1 in the case of constant controls.

The purpose is to show that among the passive cases the control functions which values

are set to umax exhibit the best e�ciency for the straight line passage of a moving load.

Thus, in further investigations it is reasonable to compare the trajectories driven by these

best passive controls with the variable control functions obtained by optimization. For

simplicity we assume here that all controls are set to the same value. The simulation are

performed for the following cases: u1 = u2 = 0.25umax, u1 = u2 = 0.5umax, u1 = u2 =

0.75umax, u1 = u2 = umax. The results are presented in the Figure 4.1.
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Figure 4.1: Comparison of moving load trajectories driven by constant controls.

4.2.2 The gradient method

In this part the problem 4.3 is solved by using the gradient method (Procedure 3.6 pre-

sented in the Chapter 3). In the computation we assume a constant value for λk for every

iteration. The discrete time interval [0, tf ] is split into 1000 equal subintervals. We as-

sume the constant control for any of these subintervals. The initial controls are set to the



4.2. Numerical optimization methods in the semi-active controlled elastic

systems 61

maximum values for all subintervals uinitiali (t) = umax (i = 1, 2), ∀t ∈ [0, tf ]. This refers

to the passive case. The computations are terminated after performing k = 200 iterations.
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t�tf0
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Figure 4.2: Control functions - optimized by using the gradient method.

The optimized controls are demonstrated in the Figure 4.2. Some minor numerical

errors occur. However, the switching shapes of the control functions can be clearly noticed.

For more precise results one should incorporate the line search method for optimization

of values λk.

When observing the optimized controls one can distinguish four switchings for control

u1 and two major switching actions for control u2. This information is crucial when the

switching times method is applied.
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Figure 4.3: Moving load trajectories�optimized by using the gradient method.

In the Figure 4.3 we demonstrate the optimized moving load trajectory (controlled).

It is compared with the uncontrolled case i. e. when the system is driven by constant

controls ui(t) = umax (i = 1, 2), ∀t ∈ [0, tf ]. The uncontrolled trajectory is typical for

the moving load when transversing the span supported with passive dampers. The clearly

visible local maximas, that occur near the following instants: t = 0.33tf and t = 0.66tf ,

are the evidence of presence of supports. In the controlled case these maximas are shifted
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toward the line w = 0 along with the whole trajectory.
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Figure 4.4: The cost functional values versus iteration in the case of the gradient method.

The values of the cost functional are presented in the Figure 4.4. The controlled case

clearly outperforms the uncontrolled one (uncontrolled state is set for the �rst iteration in

the optimizing operation). The time required for computation did not extend 500 seconds

(PC, Intel Pentium Core 2).

4.2.3 The switching times method

The optimal control problem 4.3 is now solved by using the switching times method. We

assume four switching actions for every control and then apply the Procedure 3.8 presented

in the Chapter 3. As in the case of the gradient method the discrete time interval [0, tf ]

is split into 1000 equal subinterval and the computations are terminated after performing

k = 200 iterations. The initial values for switching times matrices are assumed as follows:

[τi,j ] = tf ·

[
0.01 0.5

0.1 0.7

]
, [τ̄i,j ] = tf ·

[
0.2 0.8

0.5 0.9

]
. (4.7)

The Figures 4.5, 4.6 show the switching times as a function of iteration.
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Figure 4.5: Switching times versus iteration for the control function u1.
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Figure 4.6: Switching times versus iteration for the control function u2.
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Figure 4.7: Switching times versus iteration for the control function u2 (zoomed version).
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Figure 4.8: Control functions�optimized by using the switching times method.

In order to highlight how τ̄2,1 coincide with τ2,2 below we plot (Figure 4.7) the zoomed

version of the Figure 4.6. As a result of this coincidence the switchings are discarded.

Finally, it is found approximately that uT = [umin, umin] on [0, 0.001)tf , u
T = [umax, umin]

on [0.001, 0.28)tf , u
T = [umax, umax] on [0.28, 0.51)tf , u

T = [umin, umax] on [0.51, 0.63)tf ,

uT = [umax, umax] on [0.63, 0.91)tf , u
T = [umin, umax] on [0.91, 0.94)tf , u

T = [umin, umin]
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on [0.94, 1)tf . This is depicted in the Figure 4.8. When omitting narrow strips in the

controls obtained by using the gradient methods one can �nd that the shapes of 4.2 and

4.8 concur.
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Figure 4.9: Optimized moving load trajectories. Gradient method versus switching times

method.

The Figure 4.9 displays a comparison of two optimized moving load trajectories. The

coincidence of the results is very high.
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Figure 4.10: The cost functional values versus iteration in the case of the switching times

method.

In the Figure 4.10 we present the evolution of the objective functional in the iterative

process. The time required for computations is approximately �ve to twenty times shorter

than in case of the gradient method. This is an obvious result of the size of the optimization

problem. In the case of the switching times method the size was equal to 8 in contrast

to the gradient method where the size was equal to 1000 for the same optimal control

problem.

Now we can pose the following question: what is the impact of further limitation in

switching actions on the performance of the control system? To answer to this question

let us consider the same optimal control problem 4.3, however this time any of the control
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function switches only twice. We assume the following initial values for switching times

vectors:

[τi,j ] = tf ·

[
0.1

0.5

]
, [τ̄i,j ] = tf ·

[
0.8

0.9

]
. (4.8)

The evolution of the switching times in the iterative process is demonstrated in the Figures

4.11, 4.12.
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Figure 4.11: Switching times versus iteration for the control function u1.
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Figure 4.12: Switching times versus iteration for the control function u2.

In this case no switching is discarded. The controls and resulting trajectory are presented

in the Figures 4.13 and 4.14, respectively. In comparison with the previous example now

the control u1 is simpli�ed while the shape of u2 is retained with the high accuracy.
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Figure 4.13: Control functions�optimized by using the switching times method.

The most important thing in this result is that the intuitive prediction of the shapes of

controls, as presented in the �rst Chapter (please see the Figure 1.1(b)), are now con�rmed

by the numerical solution. The left damper is activated as the �rst, then it is also turned

o� before the right damper.
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Figure 4.14: The cost functional values versus iteration in case of the switching times

method.

To summarize the results we list the �nal cost values obtained by every of the methods

in the Table 4.2.3. The best e�ciency, measured as the cost value for optimized trajectory,

is performed for the control computed by the gradient method. The system steered by the

switching controls where the number of switchings is equal to 2 (SW. T. METHOD (2))

exhibits comparable result with the variant of four switching actions (SW. T. METHOD

(4)). Any of the presented control methods outperforms the uncontrolled case. From now,

if this is not speci�ed, all of the examples are computed by using the switching times

method where two switchings for every control are assumed.
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Table 4.1: Cost values comparison.

uncontrolled controlled controlled controlled

Gr. Method Sw. T. Method (4) Sw. T. Method (2)

0.2167 · 10−5 0.0875 · 10−5 0.0883 · 10−5 0.0886 · 10−5

Base on the presented numerical results we can conclude this section with the following

statement:

Let us consider the problem of straight line passage of the moving load upon the elastic

beam. Then the following statement is true: For a wide range of system parameters there

exists at least one semi-active switching control method such that it outperforms the best

passive case. The near optimal solution requires a �nite number of switchings for every

control.

4.3 The total number of semi-active dampers

In this section we try to answer to the following question: how the number of semi-active

dampers e�ects on quality of the proposed control method? We assume the speed of a

moving load then we solve the optimal control problem 4.3 in four di�erent cases, where

the number of semi-active dampers is set to 3, 5, 7 and 12, respectively. The measure

of the quality of the proposed switching control method is the fraction of cost values

computed for two cases: controlled/uncontrolled. All parameters are adopted as in the

previous example. Positions of m dampers are assumed according the following formula:

ai = i l/(m+ 1).
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Figure 4.15: Moving load trajectories in the case of 3 semi-active dampers.

The optimized (controlled) and uncontrolled trajectories for the case of 3, 5, 7 and

12 dampers are demonstrated in the Figures 4.15, 4.16, 4.17 and 4.18, respectively. For

optimized control functions please see the Appendix A.
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Figure 4.16: Moving load trajectories in the case of 5 semi-active dampers.
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Figure 4.17: Moving load trajectories in the case of 7 semi-active dampers.
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Figure 4.18: Moving load trajectories in the case of 12 semi-active dampers.
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Table 4.2: Cost values comparison.

total nr. of dampers uncontrolled controlled c/uc

3 0.0795 · 10−5 0.0291 · 10−5 0.36

5 0.2851 · 10−6 0.0740 · 10−6 0.26

7 0.1556 · 10−6 0.0385 · 10−6 0.24

12 0.5848 · 10−7 0.1106 · 10−7 0.19

The cost values are summarized in the Table 4.2. The best value of the assumed measure

of control quality (controlled/uncontrolled denoted by c/uc) is exhibited in the case of

12 semi-active dampers. This conclusion suggests that a dense distribution of dissipators

may result in precisely straight passage of a moving load. In practical design such a

system could be represented as so called sandwich beam-two parallel beams �lled with

magneto-rheological (MR) �uid. Sandwich beams have been previously investigated by

some authors. In the paper [V. Rajamohan 2010] an optimal control strategy based on

linear quadratic regulator is formulated to suppress the vibrations of the beam. Further

investigation of the switching control method in application to sandwich beam systems

seems to be very valuable and it is dedicated to future works.

The following statement concludes this section:

Total number of semi-active dampers signi�cantly a�ects the quality of the switching control

method. Dense distribution of controlled dampers gives an excellent opportunity to realize

precisely straight passage of a moving load.

4.4 The placement of semi-active dampers

To demonstrate how the placement of dampers a�ects the control e�ciency, we assume

two controlled dampers and then compare the following three cases: [0.3333l, 0.6666l],

[0.31l, 0.69l], [0.36l, 0.64l], where the values in parenthesis indicate the placements of

dampers. The results are summarized in the Table 4.3. The comparison of optimized

(controlled) trajectories for the considered cases are presented in the Figure 4.19. There

is no control action on the third mode in the �rst case (for the explanation please see the

Equation 2.14).

It seems intuitive that the best control capability is achieved when sin kπai
l ̸= 0 for

the �rst few modes i.e. k = 1, 2, 3. However, in some cases the better e�ect could be

obtained by letting a certain mode to stay out of the suspension to increase its velocity.

Then it might bene�cially a�ect other modes by the higher rate of damping force. This

phenomenon is con�rmed by numerical results.
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Figure 4.19: De�ection trajectories for di�erent placement of dampers for the case v=0.7c

with two active dampers

Table 4.3: Cost values comparison.

position vector uncontrolled controlled c/uc

[0.3333, 0.6666]l 0.2287 · 10−5 0.0883 · 10−5 0.38

[0.31, 0.69]l 0.2372 · 10−5 0.0926 · 10−5 0.39

[0.36, 0.64]l 0.2268 · 10−5 0.1229 · 10−5 0.54

In the Table 4.3 one can �nd that the best e�ciency of control method is exhibited for the

case where sin kπai
l = 0 for k=3. The complete analysis how the placement of dampers

a�ects the control e�ciency needs further detailed study. Its high complication rate is

associated with conjugate structure of ODEs that describe the physical system. More

extensive investigation is addressed in future research.

4.5 The velocity of a travelling load

The velocity of a moving load signi�cantly a�ects the dynamics of the whole system. The

e�ect of turning the beam around its center of gravity (please see the Figure 1.1(b)) is

clearly observable when the speed of moving load is high enough. In most cases this speed

should satisfy the following inequality: v > 0.3c (c dentotes the critital speed). For such

a travel at the �rst stage we are able to produce the temporal increment of displacements

on the right hand part of the beam. This increment provides the straight line passage at

the second stage.
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The purpose of this section is to answer to the following question: What is the travel

speed that allows us to e�ciently control the passage trajectory? We consider the following

velocity range: v ∈ [0.1c, 0.99c]. For such a range we proceed the optimization of the

passage trajectories. The measure used to assess the performance of the control method

is the same as used in the previous examples (The fraction of cost values computed for

two cases: controlled/uncontrolled).

In the computations �ve semi-active dampers are assumed. The numerical results are

presented for the three cases v = 0.1c, v = 0.5c and v = 0.9c, respectively. The cost

values comparison, extended by three additional cases, is presented in the Table A.1. The

discussion is provided in the end of the section.
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Figure 4.20: Moving load trajectories in the case of v = 0.1c.
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Figure 4.21: Control functions in the case of v = 0.1c.
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Figure 4.22: Moving load trajectories in the case of v = 0.5c.
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Figure 4.23: Control functions in the case of v = 0.5c.

0.2 0.4 0.6 0.8 1.0
t�tf

-0.0008

-0.0006

-0.0004

-0.0002

0.0002

wHvt,tL@mD
uncontrolled

controlled

Figure 4.24: Moving load trajectories in the case of v = 0.9c.
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Figure 4.25: Control functions in the case of v = 0.9c.

Table 4.4: Cost values comparison.

velocity uncontrolled controlled c/uc

v = 0.1c 0.8972 · 10−4 0.7819 · 10−4 0.87

v = 0.3c 0.3630 · 10−5 0.1545 · 10−5 0.42

v = 0.5c 0.7812 · 10−6 0.2343 · 10−6 0.30

v = 0.75c 0.2323 · 10−6 0.0680 · 10−6 0.29

v = 0.9c 0.1369 · 10−6 0.0383 · 10−6 0.28

v = 0.99c 0.1031 · 10−6 0.0271 · 10−6 0.26

For more comparative results please see the Appendix A.

The main corollary which arises from the analysis of the numerical results is that the

e�ciency of the control methods strictly increases while increasing the velocity of the

passage. This con�rms the previous statement that the dynamical e�ects, that enable

us to design an e�ective control method, rise together with the speed of the travel. The

optimized trajectory for the case of v = 0.1c (please see the Figure 4.20 poorly outperforms

the uncontrolled case while in the case of high speed travel v = 0.9c the cost value is

reduced nearly four times (please see the Figure 4.24).

It is interesting to observe the shapes of the optimized control functions when increasing

the travel velocity. This is more noticeable in the case of multiple dampers (please see the

Appendix A) that the width of the rectangles decreases. This fact may be very important

for the practical reason. For more please see the Chapter 5.
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The conclusion for this section is as follows:

The velocity of a moving load signi�cantly a�ects the behaviour of the semi-active control

system. The proposed switching control method exhibits the best e�ciency in the case of

high speed passage. The regularity in the structure of control functions may have a very

important practical aspect.

4.6 Initially de�ected beam

In this section we consider the system with initially de�ected Euler-Bernoulli beam as

demonstrated in the Chapter 2. The optimal control problem is solved for two cases, each

with di�erent shape of the initial de�ection. The comparison of the cost values, presented

at the end of the section, manifest the high e�ciency of the method.

In this thesis the shapes of the initial curves are adopted intuitively. The goal is to

enhance the straight line passage. However, it must be noticed here, that the moving load

trajectories strictly depends on the velocity of the passage. Thus, the initial shape should

be selected individually for every case. Further optimization of the shapes is not of the

scope of this dissertation and it is dedicated to future works.

We consider the following optimal control problem:

Minimize J =

∫ tf

0
[w(vt, t)]2 dt =

∫ tf

0
[w̄(vt, t) + w0(vt)]

2 dt ,

subject to



EI
∂4w̄(x, t)

∂x4
+ µ

∂2w̄(x, t)

∂t2
= −

m∑
i=1

ui(t)
∂w̄(x, t)

∂t
δ(x− ai) + P δ(x− vt) ,

w̄(x = 0, t) = 0 , w̄(x = l, t) = 0 ,

(
∂2w̄(x, t)

∂x2

)
|x=0

,

(
∂2w̄(x, t)

∂x2

)
|x=l

,

w̄(x, t = 0) = 0 , ˙̄w(x, t = 0) = 0 .

u(t) ∈ Ω = [umin, umax]
m .

(4.9)

The problem is analogous to the problem described by the Equation 4.2, but now the

initial de�ection, denoted by w0, is taken into account.

4.6.1 Case 1: The �rst mode

In the �rst case we assume the following curve for the initial de�ection:

w0(x) = 0.0007 sin

(
1πx

l

)
. (4.10)
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The magnitude of the sine function is assumed so to shift the whole moving load trajectory

near the abscissa. The optimized (controlled) moving load trajectories are depicted in the

Figure 4.26.
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Figure 4.26: De�ection trajectories for the case v = 0.7c with �ve active dampers and the

initial de�ection.
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Figure 4.27: Control functions.

The presence of the initial de�ection results in satisfactory straight moving load trajectory.

However, clear visible extremes at the positions: 0.21t/tf , 0.9t/tf are not signi�cantly
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shifted upwards. The introduction of the additional modes into the initial curve may

e�ciently reduce these extremes. The optimized controls are presented in the Figure 4.27.

What is interesting, the general switching patter is preserved. The dampers placed on the

left are set to maximum value as �rst.
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Figure 4.28: De�ection trajectories for the case v = 0.7c with �ve active dampers and the

initial de�ection.

The comparison of the cases controlled and uncontrolled is displayed in the Figure 4.28.

We can easily observe the improvement by means of the semi-active control method. The

values of the cost functional are listed below in the Table 4.5. We evidence that even in

the case of relatively slow passage (v = 0.3c) the initial de�ection de�ned by the Equation

4.10 enable us to control the system e�ciently. In this case we reduce the cost over three

times.

Table 4.5: Cost values comparison.

velocity uncontrolled controlled c/uc

v = 0.3c 0.2115 · 10−5 0.0679 · 10−5 0.32

v = 0.5c 0.2904 · 10−6 0.0908 · 10−6 0.31

v = 0.7c 0.0638 · 10−6 0.0245 · 10−6 0.38

4.6.2 Case 2: The third mode added

In this case we improve the inial curve by adding the third mode as follows:

w0(x) = 0.0007 sin

(
1πx

l

)
+ 0.0003 sin

(
3πx

l

)
. (4.11)

The optimized trajectories and controls are depicted in the Figures 4.29, 4.30, 4.31.
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Figure 4.29: De�ection trajectories for the case v = 0.9c with �ve active dampers and the

initial de�ection.
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Figure 4.30: Control functions.

In the Table 4.6 the cost values for di�erent speed of passage are summarized. We observe

the best e�ciency of the control method in case of v = 0.7c. That con�rms the previous

statement that the speci�c initial de�ection curve should be apply to the speci�c travel

only. The optimization of the initial de�ection shape is an attractive topic for further

investigations.
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Figure 4.31: De�ection trajectories for the case v = 0.9c with �ve active dampers and the

initial de�ection.

Table 4.6: Cost values comparison.

velocity uncontrolled controlled c/uc

v = 0.5c 0.2645 · 10−6 0.0635 · 10−6 0.24

v = 0.7c 0.0529 · 10−6 0.0114 · 10−6 0.21

v = 0.9c 0.0136 · 10−6 0.0055 · 10−6 0.40

4.7 Double beam system

This section is devoted to double beam system introduced in the Chapter 2. The lower

beam is rigid and is considered to be the main span while the upper beam is added to

increase the total load carrying capacity and is relatively soft (Figure 2.8). As before the

magnitude of the moving force is taken as constant by neglecting the inertial forces.

For double beam system the di�erent control strategy is proposed. We assume one

switching action for every control. The dampers placed on the left-hand side are �rst set

on, then after a certain time they are switched into the o� state. The situation for the

rest of the dampers is reversed. Formally, this can be written as follows:

ui(t) = umaxU(t)− umaxU(t− τi), i = 1, 2, ...,m′ ,

ui(t) = umaxU(t− τi), i = m′ + 1,m′ + 2, ...,m ,
(4.12)

where τi is the switching time of the i-th damper and U(t) is a unit step function. The posi-
tion of the damper with index m′ can be assumed after preliminary numerical simulations.

The optimal switching times are the solutions of the following problem:

(τ1, τ2, ..., τm) = argmin
τ1,τ2,...,τm∈(0,tf ]

J(y(t)) , (4.13)

where y(t) is the resulting trajectory under controls 4.12.
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To obtain the trajectories y(t) (used in the non-gradient optimising method), the

solution of the system of ODEs 2.22 by using power expansions is porposed (the method

is presented in details in Chapter 2) for V1(k, t) and V2(k, t) calculated in the time domain

split into intervals that are bounded by every pair of switching events:

V1(k, t) =

s∑
n=0

dn(1, k)(t− τ̂)n ,

V2(k, t) =

s∑
n=0

dn(2, k)(t− τ̂)n .

(4.14)

Here, τ̂ is �rst equal to zero, and then τ̂ ∈ (0, tf ] are the times of successive switching

events. The time marching scheme allows us to proceed to successive layers with initial

conditions taken from the end of previous stages. The number s stands for the length of

power series

Substitution of 4.14 into 2.22, after some simple algebraic transformations, yields the

system of recurrence equations for sequences dn(1, k) and dn(2, k):

µ1 (2n+ 1)(2n+ 2)d2n+2(1, k) = −EI1
k4π4

l4
d2n(1, k)+

− 2

l

m∑
i=1

s∑
j=1

ui(t)αijk(2n+ 1) [d2n+1(1, j)− d2n+1(2, j)] + P sin(kωτ̂)
(−1)n(kω)2n

(2n)!
,

µ2 (2n+ 1)(2n+ 2)d2n+2(2, k) = −EI2
k4π4

l4
d2n(2, k)+

− 2

l

m∑
i=1

s∑
j=1

ui(t)αijk(2n+ 1) [d2n+1(2, j)− d2n+1(1, j)] ,

(4.15)

µ1 (2n+ 2)(2n+ 3)d2n+3(1, k) = −EI1
k4π4

l4
d2n+1(1, k)+

− 2

l

m∑
i=1

s∑
j=1

ui(t)αijk(2n+ 2) [d2n+2(1, j)− d2n+2(2, j)] + P cos(kωτ̂)
(−1)n(kω)2n+1

(2n+ 1)!
,

µ2 (2n+ 2)(2n+ 3)d2n+3(2, k) = −EI2
k4π4

l4
d2n+1(2, k)+

− 2

l

m∑
i=1

s∑
j=1

ui(t)αijk(2n+ 2) [d2n+2(2, j)− d2n+2(1, j)] ,

(4.16)

where the following notation is introduced: πv/l = ω, sin(jπai/l) sin(kπai/l) = αijk. The

controls ui(t) are constant in every time interval as stated in 4.12. The �rst few terms of

the sequences appear directly as initial conditions d0(1, j) = V1(j, τ̂), d1(1, j) = V̇1(j, τ̂),

d0(2, j) = V2(j, τ̂), d1(2, j) = V̇2(j, τ̂).
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Now, the e�ciency of the designed control method is veri�ed by means of numerical

simulations. Comparisons with uncontrolled cases are presented and discussed for a wide

range of velocities of the moving load. Three cases are evaluated for di�erent numbers of

active dampers.

Constants for the lower beam in the system are assumed as follows: l = 5 m, µ2 = 16.8

kg/m, EI2 = 2 · 105 Nm2 (E = 210 · 109 Pa). The upper beam, which carries the load,

is treated with three di�erent values of bending sti�ness. These are given as fractions of

EI2, as follows: EI1 = EI2/20, EI1 = EI2/5, EI1 = EI2/2. The force P = 100 N travels

with velocity v = 0.1c, v = 0.5c, v = 0.9c, where c denotes the critical speed of the lower

beam (c = (π/l)
√

EI2/µ2). In the computations, the following placements of the dampers

were established: [0.2l, 0.4, 0.6l, 0.8l]; [0.2l, 0.5l, 0.8l]; [0.25l, 0.75l] for the cases when

the number of active dampers was four, three and two, respectively.

We assume controls as follows:

ui(t) = umaxU(t)− umaxU(t− τi), i = 1 ,

ui(t) = umaxU(t− τi), i = 2, 3, 4 .
(4.17)

In every case, we set the value umax = 5 · 104 Ns/m.

For optimization, we use the Hooke-Jeeves Direct Search Method [R. Hooke 1961]. In

the computations, we consider at least 3 di�erent starting points with 3 reducing step size

schemes for each case. 10 modes and 40 terms in the power series were taken into account

in computations. Optimal switching time vectors and related cost values are summarized

in Tables 4.7-4.9. By the passive case, as before we mean a constant damping ui(t) = umax,

∀t ∈ [0, tf ].

Table 4.7: Cost values and optimal switching times for di�erent speeds of the travelling

load (active suspension/passive suspension), for the cases: (∗)EI1 = EI2/20, (∗∗)EI1 =

EI2/5, (∗ ∗ ∗)EI1 = EI2/2 with four active dampers.

velocity cost values (active/passive)·10−5 (τ1, τ2, τ3, τ4)/tf (∗)
v = 0.1c 31.079/61.886 (0.574, 0.137, 0.298, 0.580)

v = 0.5c 5.9379/13.492 (0.622, 0.185, 0.420, 0.553)

v = 0.9c 1.0308/4.7160 (0.220, 0.216, 0.464, 0.706)

velocity cost values (active/passive)·10−5 (τ1, τ2, τ3, τ4)/tf (∗∗)
v = 0.1c 47.796/51.775 (0.797, 0.087, 0.292, 0.600)

v = 0.5c 9.2959/11.279 (0.837, 0.168, 0.338, 0.566)

v = 0.9c 2.6669/3.7560 (0.860, 0.203, 0.464, 0.533)

velocity cost values (active/passive)·10−5 (τ1, τ2, τ3, τ4)/tf (∗ ∗ ∗)
v = 0.1c 38.659/39.748 (0.886, 0.069, 0.226, 0.400)

v = 0.5c 8.5706/9.0609 (0.854, 0.140, 0.293, 0.466)

v = 0.9c 2.8183/3.1338 (0.724, 0.202, 0.401, 0.466)
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Table 4.8: Cost values and optimal switching times for di�erent speeds of the travelling

load (active suspension/passive suspension), for the cases: (∗)EI1 = EI2/20, (∗∗)EI1 =

EI2/5, (∗ ∗ ∗)EI1 = EI2/2 with three active dampers.

velocity cost values (active/passive)·10−5 (τ1, τ2, τ3)/tf (∗)
v = 0.1c 43.395/70.854 (0.802, 0.137, 0.382)

v = 0.5c 8.1419/14.899 (0.746, 0.241, 0.474)

v = 0.9c 2.1244/5.8716 (0.565, 0.276, 0.618)

velocity cost values (active/passive)·10−5 (τ1, τ2, τ3)/tf (∗∗)
v = 0.1c 50.831/55.766 (0.729, 0.256, 0.498)

v = 0.5c 10.273/11.630 (0.918, 0.226, 0.304)

v = 0.9c 2.9417/3.9570 (0.860, 0.203, 0.464)

velocity cost values (active/passive)·10−5 (τ1, τ2, τ3)/tf (∗ ∗ ∗)
v = 0.1c 40.886/41.970 (0.442, 0.072, 0.270)

v = 0.5c 8.8617/9.2059 (0.788, 0.252, 0.452)

v = 0.9c 2.9621/3.2004 (0.892, 0.209, 0.416)

Table 4.9: Cost values and optimal switching times for di�erent speeds of the travelling

load (active suspension/passive suspension), for the cases: (∗)EI1 = EI2/20, (∗∗)EI1 =

EI2/5, (∗ ∗ ∗)EI1 = EI2/2 with two active dampers.

velocity cost values (active/passive)·10−5 (τ1, τ2)/tf (∗)
v = 0.1c 80.687/99.486 (0.683, 0.147)

v = 0.5c 12.583/20.997 (0.488, 0.383)

v = 0.9c 4.5709/7.3663 (0.372, 0.547)

velocity cost values (active/passive)·10−5 (τ1, τ2)/tf (∗∗)
v = 0.1c 61.739/65.040 (0.680, 0.098)

v = 0.5c 10.877/12.855 (0.562, 0.317)

v = 0.9c 3.5002/4.7080 (0.446, 0.434)

velocity cost values (active/passive)·10−5 (τ1, τ2)/tf (∗ ∗ ∗)
v = 0.1c 45.447/46.139 (0.672, 0.076)

v = 0.5c 9.1654/9.6521 (1.000, 0.286)

v = 0.9c 3.1412/3.4141 (0.518, 0.366)
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Figure 4.32: Extremal de�ection trajectory and controls in the case EI1/EI2 = 1/20,

v = 0.5c with two active dampers.
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Figure 4.33: Extremal de�ection trajectory and controls in the case EI1/EI2 = 1/20,

v = 0.9c with three active dampers.
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Figure 4.34: Extremal de�ection trajectory and controls in the case EI1/EI2 = 1/20,

v = 0.5c with four active dampers.
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Figure 4.35: Extremal de�ection trajectory and controls in the case EI1/EI2 = 1/20,

v = 0.9c with four active dampers.
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The best e�ciency of the proposed strategy, measured as the fraction of cost values,

active/passive, is obtained in the cases where EI1 = EI2/20. In case of four active

dampers, for the carriage travelling at high speed v = 0.5c, v = 0.9c the maximum

de�ection was reduced by a factor of almost two (Figure 4.34) and three (Figure 4.35),

respectively. The latter trajectory is almost �at for more than half of the travel time.

For carriage movement at low speed, the dynamic e�ects are observed to be weak and the

controls cannot change the process e�ciently. For a lower number of active dampers, we

observe an increasing de�ection near the position of the absent damper (Figure 4.32). To

provide a �at trajectory in the second stage of the passage, at least two active dampers

have to be placed on the right-hand part of the beam to support the travelling load (Figure

4.33).

To show how the proposed system corresponds to a simple guideway, represented by a

traditional single-beam span, we compare the trajectories of a carriage travelling along the

controlled system and along a single beam with increased bending sti�ness EI2, 2 · EI2,

4 · EI2, 8 · EI2 (Figure 4.36). In this case, we obtain a relatively �at trajectory if we

increase the sti�ness parameter by more than 8 times. At the same time, it requires an

increased mass for the guideway and directly a�ects the static de�ection curve.
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Figure 4.36: Carriage trajectories when travelling over controlled system and simple guide-

ways, v = 0.9c with four active dampers.
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This chapter has been devoted to the numerical optimization and analysis

of trajectories of a moving load when transversing the semi-active controlled

Euler-Bernoulli beam. The relevant number of switchings in control functions

has been established. The numerical results have shown that the best e�ciency

of the proposed control method is exhibited for the cases of near critical value

of velocity of a moving load. The optimization has been also performed for the

two special extensions of the model: the initially de�ected beam and double

beam system. In the former extension the further optimization of the initial

shape is required. However, the results presented in the chapter have shown

that the idea is very attractive and it is worthy to special attention when

designing the control systems for optimal passages. The second extension has

been considered with di�erent control method that requires only one switching

action for every of the control functions. The system driven by such simple

controls has exhibited very good performance.





5
Final remarks, future works

5.1 Summary of the work

The aim of this work was to design a semi-active control method that provides the straight

line passage of a moving object on an elastic body. The mathematical model was repre-

sented by multidimensional coupled bilinear system. For such a system no e�cient optimal

control methods have been developed so far. The original ideas had to be acquired and

implemented. A brief summary of the work including the exposition of the the main

results is given below.

The second chapter was devoted to the mathematical representation of one-dimensional

semi-active controlled body. The approximated solutions were investigated and the rel-

evant number of terms in the Fourier series was established. Model based on a string

required at least N=50 modes for good approximation. For the Euler-Bernoulli beam sys-

tem the minimum number of terms in the Fourier series that one should take in to account

is N=10. For the sake of control design the state space representation was introduced.

The power series method for solving the bilinear PDE was proposed. The method enabled

us to get an approximated solution as a function of time.

In the third chapter the problem of optimal control of bilinear systems was considered.

Application of the �rst order necessary optimality condition enabled us to characterize

the general structure of optimal solutions. The optimal controls derived by using the

Maximum Pontryagin Principle were bang-bang type. Solving of di�cult multidimensional

TPBVP is necessary to �nd the optimal solutions. Thus, the problem had to be treated

numerically. Two di�erent methods based on the gradients were applied to the simple

oscillator problem. The numerical results showed that the switching times methods can

be very e�cient if the proper number of switchings is presumed.

The fourth chapter was devoted to the numerical optimization and analysis of trajecto-

ries of a moving load when transversing the semi-active controlled Euler-Bernoulli beam.
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The relevant number of switchings in control functions was established. The numerical

results demonstrated that the best e�ciency of the proposed control method is exhibited

for the cases of near critical value of velocity of a moving load. The optimization was

also performed for the two special extensions of the model: the initially de�ected beam

and double beam system. In the former extension the further optimization of the initial

shape is required. However, the results presented in the chapter showed that the idea is

very promising and it is worthy to special attention when designing the control systems

for optimal passages. The second extension was considered with di�erent control method

that requires only one switching action for every of the control functions. The system

driven by such simple controls also exhibited very good e�ciency.

5.2 The idea of a smart damping layer

The idea of a smart damping layer came together with the numerical results presented in

the Chapter 4 (Section 4.5). It was mentioned before that in some cases the structure of

control functions is very regular. This fact may have a very interesting application. The

idea is in the very initial phase, however its potential seems to be very attractive and it

deserves special attention.

Let us consider a moving load travelling with nearly critical speed. The exemplary

structure of the control functions in this case is presented in the Figure 5.2. The solid

circles in the graph indicate the positions of the dampers. One can easily deduct that every

damper is activated for a brief moment before the load is approaching it. On the other

hand the deactivation of a damper occurs some time after a load is leaving it. This fact

suggests that the switching actions may be performed by a smart material that possesses

the required damping characteristics.

Figure 5.1: Semi-active span made of a smart damping layer.
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Figure 5.2: The example of control functions for the case v = 0.9c. Black marks indicate

the instants in which a load meets the successive dampers.

The question is: what are these characteristics? One can imagine the damping layer

(Figure 5.1) for which the distributed state is determined by the vectors: y, ẏ. It might

be expected that it is possible to �nd the controls û(y, ẏ) that correspond to the functions

u(t) presented in the Figure 5.2. Perhaps we will not be able to obtain rectangular shapes

but rather something like a bell shaped curves instead. The e�ciency of the system driven

by such non-switching controls needs to be veri�ed �rst. We must recall that the structure

of optimized switching controls strictly depends on the velocity of the travel. Besides the

high speed passages the structures of optimized control are not so regular. Thus, it may

be extremely di�cult to �nd the feedback controls in the case of slow passages.
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The approach opens a lot of new and interesting problems. Further research on the

topic is highly recommended.

5.3 Future work

The work created a lot of important and previously unexplored problems. It provided

the qualitative results that should be extended with more complex models to make the

proposed ideas fully applicable. The purpose of this section is to indicate directions for

further research.

A simpli�cation of a moving vehicle to a single point load seems to be too far. In

practice we require much more complex mathematical model to approach a real physical

object. The inertial forces of the object should be included to the governing equation. In

the case of a railway track the vibration of wheelsets should be taken into account. The

interaction of a boggie with suspension model and complete body of the vehicle is relevant.

Further extensions in the span model also would be valuable. Imposing the di�erent

boundary conditions and incorporating internal damping of a beam could result in better

e�ciency of the proposed control method.

The objective of the control method was to provide the straight passage for a mov-

ing object. However, other objectives could also be considered. Among them we can

distinguish the following: travel comfort, structural damage of the span, damage of the

surrounding buildings. The computational methods demonstrated in the work enable one

to obtain the suboptimal controls when another formula for the cost functional is assumed.

As mentioned in the Introduction the further optimization of initial curves should be

proceeded. There are at least two ways to tackle this problem. The �rst one is more

simple. It assumes the precise velocity of the passage. In this case the gradient method

could be applied. The second way considers a wide range of a travel speed. In this case

an integration of neural network controller would be convenient.

An interesting issue that rises from the work may be posed as the following: �nd a

decentralized control method such that the desired global behaviour of the system is pre-

served. It might turn out that the optimal passage of a moving load can be achieved by

using local interaction between some states and it is not necessary to use centralized com-

putations. Those states (supplying the informations about displacements and velocities)

could be related to beam modes or positions of semi-active dampers. By using consensus

algorithms it might be possible to design a robust closed loop control system. For refer-

ences on decentralized control methods and consensus algorithms please see for example

[E. J. Davison 2011], [W. B. Dunbar 2006].



A
Numerical results

This appendix includes supplementary numerical results for the material presented in the

Chapter 4.

Appendix to the section: The total number of semi-active

dampers

The optimized controls for the four cases presented in the Section 4.3 are depicted below

in the Figures A.1, A.2, A.3, A.4, respectively.
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Figure A.1: Control functions in the case of 3 semi-active dampers.
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Figure A.2: Control functions in the case of 5 semi-active dampers.
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Figure A.3: Control functions in the case of 7 semi-active dampers.
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Figure A.4: Control functions in the case of 12 semi-active dampers.
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Appendix to the section: The velocity of a travelling load

We consider again the semi-active controlled Euler-Bernoulli beam system. In the com-

putations the following placements of the seven dampers were established: 0.125l, 0.25l,

0.375l, 0.5l, 0.625l, 0.750l, 0.875l. Constants for the beam are as follows: l = 10 m,

µ = 69.8 kg/m, EI = 290 · 105 Nm 2 (E = 210 · 109 Pa). The force P = 2 · 104 N travels

with velocity v = 0.1c, v = 0.3c, v = 0.5c, v = 0.7c, v = 0.9c.
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Figure A.5: Moving load trajectories in the case of v = 0.3c.
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Figure A.6: Moving load trajectories in the case of v = 0.9c.

Table A.1: Cost values comparison.

VELOCITY UNCONTROLLED CONTROLLED C/UC

v = 0.1c 0.2590 · 10−4 0.2428 · 10−4 0.93

v = 0.3c 0.1119 · 10−5 0.0701 · 10−5 0.62

v = 0.5c 0.2420 · 10−6 0.0807 · 10−6 0.33

v = 0.7c 0.8574 · 10−7 0.2248 · 10−7 0.26

v = 0.9c 0.3944 · 10−7 0.0975 · 10−7 0.24
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Figure A.7: Control functions in the case of v = 0.3c.
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Figure A.8: Control functions in the case of v = 0.9c.
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Matlab codes

Most of numerical computations were performed by using Matlab computing language.

In this appendix an exemplary code written for the switching times method is presented.

The full program consist of the following codes:

run.m

clc; clear all;

wymiar_zadania=21; n=(wymiar_zadania-1)/2;

x0=zeros(wymiar_zadania,1);p0=zeros(wymiar_zadania,1);

wymiar_sterowania=5; a=zeros(wymiar_sterowania,1);

for i=1:wymiar_zadania

x0(i)=0;

p0(i)=0;

end

mi=88.3; l=24; EI=38346000; P=-10000; v=0.7*pi*sqrt(EI/mi)/l;

for i=1:wymiar_sterowania a(i,1)=i*l/(wymiar_sterowania+1); end

Tk=l/v; liczba_krokow=1000;

u=zeros(liczba_krokow,wymiar_sterowania); krok_u=4000;R=0;

delta_t=Tk/(liczba_krokow-1); iterator=0;

cost_int1=zeros(liczba_krokow,1);

ppomm=zeros(liczba_krokow+1,n,n,wymiar_sterowania);

ppom=zeros(liczba_krokow+1,n,wymiar_sterowania);
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pom=zeros(liczba_krokow+1,wymiar_sterowania);

cost_pom=zeros(liczba_krokow,n);

tau_pom_on=zeros(wymiar_sterowania,1);

tau_pom_off=zeros(wymiar_sterowania,1);

nofiter=1;

u_max=500000;u_min=10; tau_start_on=[100,100,100,100,100];

tau_start_off=[900,900,900,900,900];

tau_on=zeros(nofiter,wymiar_sterowania);

tau_off=zeros(nofiter,wymiar_sterowania);

gradH_on=zeros(nofiter,wymiar_sterowania);

gradH_off=zeros(nofiter,wymiar_sterowania);

for i=1:wymiar_sterowania tau_on(1,i)=tau_start_on(i);

tau_off(1,i)=tau_start_off(i); end

for j=1:wymiar_sterowania for i=1:liczba_krokow

u(i,j)=u_min;

if i>=tau_start_on(j)

u(i,j)=u_max;

end if i>=tau_start_off(j)

u(i,j)=u_min;

end end end

stop_cond=0;

while stop_cond<3;

iterator=iterator+1

x=rrk4prim(x0,u,Tk,liczba_krokow,wymiar_zadania);

p_pom=rrk4pprim(p0,x,u,Tk,liczba_krokow,wymiar_zadania);

for i=1:liczba_krokow for j=1:n

cost_pom(i,j)=x(i,2*j-1)*sin(j*pi*v*x(i,2*n+1)/l);

end end

for i=1:liczba_krokow cost_int1(i)=((2/l)*sum(cost_pom(i,:)))^2; end
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cost(iterator,1)=delta_t*sum(cost_int1);

for i=1:liczba_krokow+1

p(i,:)=p_pom(liczba_krokow+2-i,:);

end

for i=1:n

for j=1:n

for k=1:liczba_krokow+1

for m=1:wymiar_sterowania

ppomm(k,i,j,m)=p(k,2*i)*x(k,2*j)*sin(j*pi*a(m)/l)*sin(i*pi*a(m)/l);

end

end

end

end

for i=1:n

for k=1:liczba_krokow+1

for j=1:wymiar_sterowania

ppom(k,i,j)=sum(ppomm(k,i,:,j));

end

end

end

for k=1:liczba_krokow+1

for j=1:wymiar_sterowania

pom(k,j)=sum(ppom(k,:,j));

end

end

for j=1:wymiar_sterowania

gradH_on(iterator,j)=-(2/l)*(1/mi)*pom(tau_on(iterator,j),j);

gradH_off(iterator,j)=(2/l)*(1/mi)*pom(tau_off(iterator,j),j); end

for i=1:wymiar_sterowania

tau_pom_on(i,1)=krok_u*gradH_on(iterator,i);

tau_pom_off(i,1)=krok_u*gradH_off(iterator,i); end
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for i=1:wymiar_sterowania if abs(tau_pom_on(i,1))<delta_t

if gradH_on(iterator,i)<0

tau_pom_on(i,1)=1.1*abs(delta_t/gradH_on(iterator,i))*gradH_on(iterator,i);

else

tau_pom_on(i,1)=0.9*abs(delta_t/gradH_on(iterator,i))*gradH_on(iterator,i);

end

end end

for i=1:wymiar_sterowania if abs(tau_pom_off(i,1))<delta_t

if gradH_off(iterator,i)<0

tau_pom_off(i,1)=1.1*abs(delta_t/gradH_off(iterator,i))*gradH_off(iterator,i);

else

tau_pom_off(i,1)=0.9*abs(delta_t/gradH_off(iterator,i))*gradH_off(iterator,i);

end

end end

for i=1:wymiar_sterowania

tau_t_on(i)=delta_t*tau_on(iterator,i)-tau_pom_on(i,1);

tau_t_off(i)=delta_t*tau_off(iterator,i)- tau_pom_off(i,1); end

for j=1:wymiar_sterowania if tau_t_on(j)>0 for i=1:liczba_krokow if

tau_t_on(j)>=delta_t*i

tau_on(iterator+1,j)=i;

end end else

tau_on(iterator+1,j)=1;

end end

for j=1:wymiar_sterowania for i=1:liczba_krokow if

tau_t_off(j)>=delta_t*i

tau_off(iterator+1,j)=i;

end end end

for j=1:wymiar_sterowania for i=1:liczba_krokow

u(i,j)=u_min;

if i>=tau_on(iterator+1,j)

u(i,j)=u_max;

end if i>=tau_off(iterator+1,j)

u(i,j)=u_min;

end end end
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if iterator>2 for j=1:wymiar_sterowania

diff_var_on(j)=tau_on(iterator+1,j)-tau_on(iterator-1,j);

diff_var_off(j)=tau_off(iterator+1,j)-tau_off(iterator-1,j);

end

licznik_stop=0;

for j=1:wymiar_sterowania if abs(diff_var_on(j))<1

licznik_stop=licznik_stop+1;

end if abs(diff_var_off(j))<1

licznik_stop=licznik_stop+1;

end end

licznik_stop

if licznik_stop>=2*wymiar_sterowania

stop_cond=stop_cond+1;

end

end

end

fdi�.m

function[dx]=fdiff(x,u,t)

mi=88.3; l=24; EI=38346000; P=-10000; v=0.7*pi*sqrt(EI/mi)/l;

[liczba_krokow,wymiar_zadania]=size(x);

[liczba_krokow2,wymiar_sterowania]=size(u); n=(wymiar_zadania-1)/2;

dx = zeros(wymiar_zadania,1);

xppom=zeros(n,n,wymiar_zadania);xpom=zeros(n,wymiar_sterowania);

for i=1:wymiar_sterowania a(i,1)=i*l/(wymiar_sterowania+1); end

mnoznik_u=1;
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for i=1:n for j=1:n for k=1:wymiar_sterowania

xppom(i,j,k)=x(2*i)*sin(i*pi*a(k)/l)*sin(j*pi*a(k)/l);

end end end

for j=1:n for k=1:wymiar_sterowania

xpom(j,k)=u(k)*sum(xppom(:,j,k));

end end

for k=1:n

dx(2*k-1)=x(2*k);

dx(2*k)= (1/mi)*((-2/l)*(mnoznik_u*(sum(xpom(k,:))))-...

EI*(k^4*pi^4/l^4)*x(2*k-1)+P*sin(k*pi*v*x(2*n+1)/l) );

end dx(2*n+1)=1;

end

fdi�p.m

function[dp]=fdiffp(p,x,u,t)

mi=88.3; l=24; EI=38346000; P=-10000; v=0.7*pi*sqrt(EI/mi)/l;

[liczba_krokow2,wymiar_sterowania]=size(u);

[liczba_krokow,wymiar_zadania]=size(x); n=(wymiar_zadania-1)/2; dp =

zeros(wymiar_zadania,1);ppom1=zeros(n,1);

ppom2=zeros(n,1);pom_p=zeros(n,wymiar_sterowania);

for i=1:wymiar_sterowania a(i,1)=i*l/(wymiar_sterowania+1); end

mnoznik_u=1;

for k=1:n for i=1:wymiar_sterowania

pom_p(k,i)=mnoznik_u*u(i)*(sin(k*pi*a(i)/l))^2;

end end

dppom=0;dppom2=0; for k=1:n

dppom=dppom+x(2*k-1)*sin(k*pi*v*x(2*n+1)/l);

dppom2=dppom2+x(2*k-1)*cos(k*pi*v*x(2*n+1)/l)*(k*pi*v/l);
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end

for k=1:n

dp(2*k-1)= (1/mi)*p(2*k)*EI*(k^4*pi^4/l^4)+2*(sin(k*pi*v*x(2*n+1)/l))*dppom;

dp(2*k)= -p(2*k-1)+ (1/mi)*p(2*k)*(2/l)*(sum(pom_p(k,:)));

end

for i=1:n ppom1(i)=p(2*i)*(i*pi*v/l)*cos(i*pi*v*x(2*n+1)/l); end

pom1=sum(ppom1(:));

dp(2*n+1)= -(1/mi)*P*pom1 + 2*dppom*dppom2;

end

rrk4pprim.m

function[p]=rrk4pprim(p0,x,u,Tk,liczba_krokow,wymiar_zadania)

dt=-Tk/liczba_krokow; p=zeros(liczba_krokow+1,wymiar_zadania);

k1=zeros(1,wymiar_zadania);k2=zeros(1,wymiar_zadania);

k3=zeros(1,wymiar_zadania);k4=zeros(1,wymiar_zadania);

for j=1:wymiar_zadania p(1,j)=p0(j); end

for i=1:liczba_krokow

k1(:)=dt*fdiffp(p(i,:),x(liczba_krokow+1-i,:),...

u(liczba_krokow+1-i,:));

k2(:)=dt*fdiffp(p(i,:)+k1(1,:)/2,x(liczba_krokow+1-i,:),...

u(liczba_krokow+1-i,:),(i+0.5)*dt);

k3(:)=dt*fdiffp(p(i,:)+k2(1,:)/2,x(liczba_krokow+1-i,:),...

u(liczba_krokow+1-i,:),(i+0.5)*dt);

k4(:)=dt*fdiffp(p(i,:)+k3(1,:),x(liczba_krokow+1-i,:),...

u(liczba_krokow+1-i,:),(i+1)*dt);

for j=1:wymiar_zadania

p(i+1,j)=p(i,j)+(k1(j)+2*k2(j)+2*k3(j)+k4(j))/6; end end
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end

rrk4prim.m

function[x]=rrk4prim(x0,u,Tk,liczba_krokow,wymiar_zadania)

dt=Tk/liczba_krokow; x=zeros(liczba_krokow+1,wymiar_zadania);

k1=zeros(1,wymiar_zadania);k2=zeros(1,wymiar_zadania);

k3=zeros(1,wymiar_zadania);k4=zeros(1,wymiar_zadania);

for j=1:wymiar_zadania x(1,j)=x0(j); end

for i=1:liczba_krokow

k1(:)=dt*fdiff(x(i,:),u(i,:),i*dt);

k2(:)=dt*fdiff(x(i,:)+k1(1,:)/2,u(i,:),(i+0.5)*dt);

k3(:)=dt*fdiff(x(i,:)+k2(1,:)/2,u(i,:),(i+0.5)*dt);

k4(:)=dt*fdiff(x(i,:)+k3(1,:),u(i,:),(i+1)*dt);

for j=1:wymiar_zadania

x(i+1,j)=x(i,j)+(k1(j)+2*k2(j)+2*k3(j)+k4(j))/6; end

end

end
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