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Abstract

This paper presents a novel and highly efficient approach for coupling the Discrete Element Method (DEM) and the Boundary
lement Method (BEM) for time-domain simulations of dynamic problems, utilising multi-scale staggered time integration.
hile the DEM captures phenomena with discontinuous behaviours, such as fracturing and granular flow, the BEM excels

n accurately modelling seismic wave propagation in infinite domains. By separately solving the governing equations of the
EM and BEM at different time instants, the proposed scheme considerably enhances computational efficiency compared to

onventional monolithic coupling schemes. The incorporation of non-conforming interfaces enables larger time steps in the
EM, thereby reducing computational costs and memory usage. Moreover, an innovative coupling of DEM rotations with

he BEM displacement field is introduced, leading to more accurate and realistic modelling of complex dynamics. Numerical
xperiments are conducted to demonstrate the superior accuracy and efficiency of the proposed method, establishing its potential
or modelling a wide range of dynamic problems.

2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
http://creativecommons.org/licenses/by/4.0/).

eywords: BEM-DEM coupling; Multi-scale time integration; Rotational degrees of freedom; Seismic wave propagation; Infinite domain;
omputational efficiency

1. Introduction

Numerical simulations have become an indispensable tool in geotechnical engineering and rock mechanics,
llowing engineers and researchers to better understand complex soil and rock behaviour under various loading
nd environmental conditions [1,2]. The DEM and the BEM are among the widely employed numerical methods
or performing these simulations. These methods have been used in a myriad of problems such as earthquakes [3,4],
allistic impacts [5], blasting processes [6–8], excavations [9,10], rock cutting [11], slope stability analysis [12,13],
oil–structure interaction [14,15], tunnelling [16–18], and foundation design [19,20].

The DEM excels in simulating complex material behaviours and geometrical non-linearities [21]. It is a particle-
ased method that models an assembly of particles interacting via contact forces, making it suitable for simulations
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at micro- and meso-scales [22]. The original formulation was later extended to model cohesive materials, such as
rock or concrete, by incorporating new contact laws [23]. However, one limitation of the DEM is its difficulty in
handling unbounded domains, often required in geomechanics [24]. This can be mitigated through non-reflecting
viscous boundary conditions [25] or infinite elements [26], but these techniques do not allow for simulating wave
propagation outside the computational domain.

On the other hand, the BEM is a continuum-based method that can accurately and efficiently model infinite
omains [27]. The formulation utilises fundamental solutions that satisfy the radiation condition, allowing for
liminating domain integrals [28]. This results in a lower order of discretisation within the limits of elasticity.
he BEM can model wave propagation towards infinity in elastodynamics [29,30] and solve a broader spectrum of
roblems, including viscoelasticity and poroelasticity, using the Convolution Quadrature Method (CQM) [31,32].
owever, the BEM is unsuited for simulating complex material behaviours and geometrical non-linearities.
Although different numerical methods are appropriate for modelling specific physical phenomena within a

articular domain and scale, real-life simulations often entail the simultaneous modelling of diverse phenomena at
arying scales [33]. Therefore, it is common to combine different methods to create more comprehensive numerical
odels [34,35]. For instance, the DEM was coupled with several other methods to expand its modelling capabilities.
he work of Oñate and Rojek [36] introduced a contact law between DEM particles and the edge of the elements

n the Finite Element Method (FEM), being among the first to couple the DEM with a continuum-based method.
ater, Azevedo and Lemos [37] introduced the interface FEM-DEM coupling. Rojek and Oñate [38] identified

spurious wave reflections on the interface and proposed an overlapping domain coupling, extending the work of Xiao
and Belytschko [39]. Simultaneously, Bauman et al. [40] developed a similar approach called the Arlequin coupling.
Particle rotations were included in the coupling through the overlapping domain in [41,42]. More recently, efficient
adaptative FEM-DEM frameworks were developed [34,43–45].

The BEM has also been coupled with the FEM to extend its modelling capabilities [46]. Most of early BEM-FEM
models considered static problems [46–48]. The work of von Estorff and Prabucki [49] pioneered this coupling in
transient problems in the time domain using the Newmark method to eliminate FEM velocities and accelerations.
The work of Soares et al. [50] improved the efficiency of the coupled solution by truncating the BEM convolution.
A study by Moser et al. [15] utilised Duhamel integrals to obtain a dynamic stiffness matrix for the BEM and
combined it with the FEM to simulate soil–structure interaction. Similarly, Rüberg and Schanz [51] used the CQM-
BEM in conjunction with FEM to solve non-conforming interfaces using a Lagrangian approach. François et al.
[52] introduced an iterative coupling method that permits different time discretisation in every subdomain.

Although the DEM and the BEM have shown promising results on their own and in combination with other
methods, there have been few attempts to harness their combined capabilities. Burczynski et al. [53] coupled the
BEM with Molecular Dynamics for static analyses, while Mirzayee et al. [54] presented a coupling between the
Distinct Element Method and the BEM in the frequency domain. However, existing works on the coupled BEM-
DEM in the time domain are limited to quasi-static simulations due to the application of the static formulation
of the BEM [55,56]. To the authors’ best knowledge, the work of Malinowski et al. [57] was the first attempt to
analyse dynamic problems in the time domain using the BEM and the DEM, but their results relied on a FEM layer
and did not present a direct BEM-DEM coupling.

In a recent study, Barros et al. [58,59] investigated the monolithic coupling of BEM and DEM in the time domain
for one- and two-dimensional problems. This approach couples the particle centre to the BEM node, leading to a
boundary with excessive discretisation, which is computationally expensive. Furthermore, since a monolithic time
integration is used, the time step size must be the same for both methods. However, the DEM and the BEM have
different time step requirements, and this makes it challenging to find a single time step that ensures numerical
stability for both methods. Moreover, the formulation does not couple the rotational DOFs of the interface, assuming
no significant rotation in the far field.

This paper presents a new multi-scale time-staggered approach for coupling the DEM and the BEM. The method
addresses the limitations of previous BEM-DEM formulations, such as an excessive number of unknowns and
numerical instability. The multi-scale time staggered scheme allows for varying time steps, simplifying usage in
real-world scenarios. The time step of the BEM is closely related to the element length, resulting in limitations
on the time step when conforming interfaces are used. Therefore, this paper introduces non-conforming interface
conditions to enhance the performance of the coupled solution. Furthermore, by integrating the coupling of rotations,

the new approach allows for more realistic simulations.
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This paper is structured as follows. Section 2 presents a background on the governing equations of the DEM
nd the BEM. Section 3 introduces the compatibility equations for the non-conforming interface and coupling
f the rotational DOF. Section 4 discusses the time integration of the interface motion using the monolithic and
taggered approaches. In Section 5, numerical examples demonstrate how the proposed method enhances accuracy
nd computational efficiency compared to existing methods. Finally, Section 6 covers the concluding remarks.

. Governing equations

.1. Discrete Element formulation

The current work uses the DEM to represent bodies as an assembly of two-dimensional circular particles (i.e.
ylinders). In the DEM, Newton’s law of motion governs the translations and rotations of each particle p as [22]

m p üp = f p (t) , (1)

Jpω̇p =Mp (t) . (2)

In Eqs. (1) and (2), m p and Jp are the mass and inertia of particle p, while üp and ω̇p are its linear and angular
ccelerations, respectively. f p and Mp are the resultant force vector and moment acting on particle p. The resultant
orce and moment have a component that is externally applied and internal ones that depend on contact with other
articles, i.e.,

f p (t) = f ext,p (t)+
∑
q∈Ip

f cont,pq (t) , (3)

Mp (t) =Mext,p (t)+
∑
q∈Ip

Mcont,pq (t) , (4)

here f ext,p and Mext,p are the external forces and moment applied to particle p and f cont,pq and Mcont,pq are the
orces and moment due to contact between particles p and q for each particle in the set Ip of particles in contact
ith p.
Eqs. (1) and (2) are solved numerically using the “leapfrog” method, a second-order symplectic time integration

cheme [e.g. 60–62]. Within the DEM domain, time is discretised in a series of time steps so that t (i+1) = t (i)+∆t (i)
D ,

here i ∈ N indicates the number of steps and ∆t (i)
D the size of the i th time step. All other variables are similarly

iscretised in time, e.g. up
(
t (i)

)
= u(i)

p . According to the “leapfrog” method, the velocities and displacements of
article p are updated as

ü(i)
p =

f (i)
p

m p
, (5)

u̇
(

i+ 1
2

)
p = u̇

(
i− 1

2

)
p + ü(i)

p ∆t (i)
D , (6)

u(i+1)
p = u(i)

p + u̇
(

i+ 1
2

)
p ∆t (i)

D . (7)

Similarly, the rotational motion is described as,

ω̇(i)
p =

M(i)
p

Jp
, (8)

ω

(
i+ 1

2

)
p = ω

(
i− 1

2

)
p + ω̇(i)

p ∆t (i)
D , (9)

θ (i+1)
p = θ (i)

p + ω

(
i+ 1

2

)
p ∆t (i)

D , (10)

where θp is the rotation of particle p. It should be noted that Eqs. (8)–(10) are valid for two-dimensional circular
articles (i.e. cylinders) only. The explicit time integration is conditionally stable, i.e. the size of the time step is

bounded by the critical time step, i.e., ∆t (i)
D ≤ ∆tD,cr, that depends on local stiffness and mass [63,64]. The contact

force is decomposed in normal and tangential directions, n(i)
pq and s(i)

pq , by
(i) (i) (i) (i) (i)
f cont,pq = fn,pq npq + fs,pq s pq , (11)
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Fig. 1. Contact model: (a) rheological model and (b) Mohr–Coulomb law.

where, f (i)
n,pq and f (i)

s,pq are the normal and shear contact forces. The cohesive behaviour in the model limits these
orce components, following the Mohr–Coulomb law, by

f (i)
n,pq ≤ φn , (12)

f (i)
s,pq ≤ φs − f (i)

n,pq tan ϕs , (13)

here φn and φs are the normal and shear cohesions and ϕs is the friction angle. The Mohr–Coulomb law is depicted
n Fig. 1(b), where the cohesive behaviour is shown as a solid red line and the behaviour after the break of the
ohesive bond as a blue dashed line.

In the explicit DEM, the contact forces are calculated incrementally as a function of the relative displacements
etween particles, i.e.

f (i)
n,pq = f (i−1)

n,pq + kn,pq∆δ(i)
n,pq , (14)

f (i)
s,pq = f (i−1)

s,pq + ks,pq∆δ(i)
s,pq . (15)

here kn,pq and ks,pq are the normal and shear stiffnesses of the contact (cf. Fig. 1(a)), and ∆δ(i)
n,pq and ∆δ(i)

s,pq are
he increments in the normal and tangential relative displacements [59]. As suggested in [60], the stiffnesses are
efined based on the micro-mechanical Young’s moduli Ẽ p and Ẽq , micro-mechanical Poisson’s ratios ν̃p and ν̃q

nd radii rp and rq as

kn,pq = 4
Ẽ prp Ẽqrq

Ẽ prp + Ẽqrq
, (16)

ks,pq = 4
Ẽ prp ν̃p Ẽqrq ν̃q

Ẽ prp ν̃p + Ẽqrq ν̃q
. (17)

2.2. Boundary Element formulation

The BEM formulation is based on continuum mechanics. Betti’s reciprocal theorem [30] states the reciprocity
between the actual system and an infinite one where a point load (Dirac delta) is applied at a specific point and
time. That allows the displacement in the original system to be calculated as

Cu =
∫
Γ

U∗ ⊛ t dx −
∫
Γ

T ∗ ⊛ u dx , (18)

where C is a matrix containing jump terms derived from the Dirac delta integration, u and t are the displacement
and traction vectors, respectively, and U∗ and T ∗ are matrices containing the fundamental solutions of displacements
and tractions, respectively. The fundamental solutions are the response at the field point ξ of an infinite medium
under a point load applied at the source point x after a time t has elapsed. The symbol ⊛ represents a convolution
integral [30].
4
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Fig. 2. The domain Ω discretised in boundary elements with Dirichlet and Neumann boundary conditions ΓD and ΓN respectively.

The displacement and traction fields are discretised over the boundary as

u (x, t) = Φ (x) uB (t) , (19)

t (x, t) = Ψ (x) tB (t) , (20)

where uB is the nodal displacements vector, tB is the tractions vector, and Φ (x) and Ψ (x) are their interpolating
hape-functions, as shown in Fig. 2. The current work uses linear shape functions for Φ and Ψ . Substituting the
pace discretisation in Eq. (18), one may write

Cu = G ⊛ tB − H ⊛ uB , (21)

here

G (ξ , t) =
∫
Γ

U∗ (ξ , x, t)Ψ (x) dx , (22)

H (ξ , t) =
∫
Γ

T ∗ (ξ , x, t)Φ (x) dx . (23)

Note that, in Eq. (21), uB represents the nodal displacements of all DOFs at the boundary while u is the displacement
of a point in the domain.

The CQM approximates the convolution integral in Eq. (21) utilising weighted summations. This results in a
time-stepping numerical solution. Applying the CQM to Eq. (21) allows one to write [31]

Cu =
j+1∑
k=0

G( j+1−k) t(k)
B −

j+1∑
k=0

H ( j+1−k)u(k)
B . (24)

This equation allows the calculation of displacements at any internal point once the displacements of the boundary
are known. To calculate the displacements of the boundary, it is necessary to take the limit as this point tends to
each of the boundary nodes. This process is known as collocation. By doing so, one may find

j+1∑
k=0

H ( j+1−k)

B u(k)
B =

j+1∑
k=0

G( j+1−k)

B t(k)
B . (25)

The choice of the time step ∆tB is crucial to ensure numerical stability to the method. While a too-large time step
leads to significant numerical damping, a too-small one requires the computation of large numbers that may overflow
the floating point precision [31]. Therefore, the time step must be within a range, i.e., ∆tB ∈

[
α∆tB,cr, β∆tB,cr

]
,

where 0 < α < 1 and β > 1 are real numbers. François et al. [52] suggest that α = 0.7 and β = 1.2, but these
alues might be problem dependent. They also state that the critical time step ∆tB,cr can be estimated by,

∆tB,cr =
Le

cs
, (26)

here L is the element length and c is the shear wave velocity of the material.
e s
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Fig. 3. Non-conforming BEM-DEM interface: (a) example of an arrangement of particles along the interface, and (b) DOFs of the BEM,
he DEM, and the interface.

. Compatibility equations at non-conforming interfaces

In the following section, the same instant for the BEM and the DEM is assumed, i.e., i∆tD = j∆tB. The
compatibility equations correlate the displacements of interface nodes uI with the displacements of particles and

EM nodes, as shown in Fig. 3. The interface’s displacement field identically matches the displacement field of
he BEM at the interface, i.e.,

uB = uI . (27)

The displacements of particle p must be equal to the interface displacement at the same point. Therefore, if
article p has an initial position x(0)

p which lies somewhere inside element eat the interface, the element’s shape
unctions are used to write

up = Φe
(
x(0)

p

)
uI . (28)

It is worth noticing that the matrix on the right-hand side of Eq. (28) contains shape functions of the Boundary
lement (BE) evaluated at the particle’s initial position and therefore does not vary with time, as long as small
isplacements are concerned.

Additionally, the rotation of the particle can be related to the rotation of the interface’s displacement field,
alculated by the curl of the vector field. In two dimensions, there is only one rotation around the z-axis, which is

given by

θ =
∂u y

∂x
−

∂ux

∂y
= Ωu , (29)

here

Ω =
[
−

∂
∂y

∂
∂x

]
. (30)

onsequently, the rotation of particle p can be related to the interface’s displacement field as

θp = ΩΦe
(
x(0)

p

)
uI . (31)

This displacement field is piecewise continuous. Hence, the rotation of a particle located at an interface boundary
lement node is undetermined. To uniquely determine such rotation, one can take the average between the values
rovided by each two incident elements.

Then, the DOFs of the particles incident to the interface can be expressed in vector form as

uD = (u0, θ0, . . . , uP , θP) . (32)

ence, one can assemble a system of constraint equations as

u = T u , (33)
D I

6
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where

T =
[
Φe0

(
x(0)

0

)
, ΩΦe0

(
x(0)

0

)
, . . . ,

ΦeP

(
x(0)

P

)
,ΩΦeP

(
x(0)

P

)]
.

(34)

inally, one can take the second derivative with respect to time on both sides of Eq. (33) to write

üD = T üI . (35)

Both Eqs. (33) and (35) can be used to impose the condition that the movement of particles is restricted to the
nterface’s admissible displacement field. They are equivalent because if the displacements are the same for all time,
ll their time derivatives will be equal. On the other hand, two functions with the same derivatives will differ at
ost by a constant factor corresponding to the problems’ initial conditions. The choice between Eq. (33) or Eq. (35)

epends on the type of time integration used. In the monolithic scheme, Eq. (33) has to be used because the BEM’s
nal equation, Eq. (25), does not relate accelerations. In the staggered scheme, Eq. (35) can be used, which prompts
more straightforward framework.
The Betti–Maxwell reciprocal theorem states the equivalence of work between two elastic bodies. On the one

and, one can write the equivalence between the BEM and the interface as

uT
I f IB = uT

B f B , (36)

here f IB is the interface force vector equivalent to the BEM forces. Substituting Eq. (27) one can write

f IB = f B . (37)

n the other hand, one can derive the equivalence between the DEM and the interface as

uT
I f ID = uT

D f D , (38)

here f ID is the interface force vector equivalent to the DEM forces. Substituting Eq. (33) one can write

uT
I f ID = uT

I T T f D , (39)

nd, hence,

f ID = T T f D . (40)

. Time integration

.1. Monolithic time integration

In the monolithic time integration scheme, both methods progress in time simultaneously. Hence, i = j and
t (i)
D = ∆tB∀i . Therefore, the compatibility and equilibrium equations at the interface must be imposed directly.

onsequently, it is necessary to assemble and solve a unified set of equations. To do that, both methods must be
dapted as proposed by Barros et al. [59].

In the DEM, the Central Difference (CD) derivative approximation is used to transform accelerations directly
nto displacements and angular accelerations in rotations, such as

ü(i)
D =

u(i+1)
D − 2u(i)

D + u(i−1)
D

∆t2
D

, (41)

hich allows one to write a dynamic stiffness-like equilibrium equation, which was derived in [59]:

f (i+1)
D = K Du(i+1)

D − h(i+1)
D . (42)

The difference between Eq. (42) and the similar one present in the work of Barros et al. [59] is that the displacement
vector here also contains rotations. Hence, f (i+1)

D contains moments and forces, and K D depends not only on the
mass but also on the particle’s rotational inertia.

In the BEM, one needs to isolate the traction at i + 1 and then transform it into equivalent nodal forces to find

f (i+1)
= K u(i+1)

− h(i+1)
. (43)
B B B B

7
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Note that Eq. (43) is exactly equal to the corresponding one in Ref. [59].
The substitution of Eqs. (33) and (40) into Eq. (42) gives

f (i+1)
ID + T T f (i+1)

D = T T K DT u(i+1)
I − T Th(i+1)

D , (44)

here the term f (i+1)
ID is added to consider the forces applied by the interface onto the particles. In addition,

ubstituting Eqs. (27) and (37) into Eq. (43) gives

f (i+1)
IB + f (i+1)

B = K Bu(i+1)
I − h(i+1)

B , (45)

where f (i+1)
IB represents the forces from the interface onto the BEM. The equilibrium condition must be satisfied at

the interface, hence,

f (i+1)
ID + f (i+1)

IB = 0 . (46)

Eqs. (44) and (45) are combined into

f (i+1)
I = K Iu(i+1)

I − h(i+1)
I , (47)

with

f (i+1)
I = f (i+1)

B + T T f (i+1)
D , (48)

h(i+1)
I = h(i+1)

B + T Th(i+1)
D , (49)

and

K I = K B + T T K DT . (50)

After solving Eq. (47), Eqs. (27) and (33) give the BEM and DEM displacements, respectively.

4.2. Staggered time integration

In the conventional monolithic coupling scheme, the DEM and the BEM are solved simultaneously at each time
step. The first drawback of this approach is that the matrices of each method need to be known to assemble a coupled
system of equations. Therefore, the methods cannot be independently used as ‘black boxes’. The second drawback is
that finding a single time step size to satisfy both methods is challenging, as there is a significant disparity between
the required time steps. In addition, if this time step exists, it can lead to high computational costs. To address
these challenges, this section presents a staggered coupling scheme. This scheme separately solves the governing
equations of the DEM and BEM at different time instants. This approach allows for a larger time step in the BEM,
resulting in significant computational savings while maintaining the accuracy of the solution. In the following, it
is assumed that the BEM discretises time in j time steps of constant size ∆tB, so that t ( j)

B = j∆tB. Additionally,
the DEM discretises time in i time steps of varying sizes, so that t (i)

D =
∑i

k=0 ∆t (k)
D . Therefore, the number of time

teps of the DEM and the BEM are i and j , respectively.
As discussed in Section 4.1, two conditions must be satisfied at the interface: the equilibrium of forces and

he compatibility of displacements. To address these requirements, the staggered scheme distinguishes between the
wo conditions and assigns each method or subdomain the responsibility for one of them. Consequently, either a
eumann or Dirichlet boundary condition is applied at the interface of the subdomains. This results in two possible

oupling approaches, the Dirichlet–Neumann and the Neumann–Dirichlet, depending on the condition appearing in
he BEM and the DEM, respectively. The incorporation of non-conforming interfaces in the staggered coupling is
nalogous to the monolithic coupling.

.2.1. Dirichlet-Neumann approach
The idea behind this staggered scheme is to first apply the interface displacements at the BEM region to compute

he forces resulting from these displacements. Secondly, integrate the motion of DEM particles using these forces.
hen, the updated particle displacements are applied to the BEM, restarting the process.
8
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Fig. 4. Dirichlet–Neumann staggered BEM-DEM coupling where the yellow lines represent displacements and the cyan lines forces. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

To perform the described procedure, it is necessary to solve the motion of the particles constrained to the interface
admissible motion. This can be achieved first by writing Eqs. (1) and (2) in matrix form for all interface particles
as

Mü(i)
D = f (i)

D , (51)

here M is the inertia matrix containing the mass and inertia of particles along the diagonal, üD is the acceleration
ector taken as the second time-derivative of Eq. (32), and f D is the collection of all forces and torques acting on

this particles in vector form. Secondly, substitute Eqs. (33) and (40) into Eq. (51) to find

T T f (i)
D = T T MT ü(i)

I . (52)

This is an equation of motion for the nodes of the interface. Even though interface nodes do not have their
own masses and no force is directly applied to them, a mass matrix is derived for these nodes as M I = T T MT .
This mass matrix is made of the contribution of the mass and inertia of each particle at the interface. After
solving equation Eq. (52) for the accelerations of interface nodes, the accelerations of particles at the interface
are determined by Eq. (35). Finally, the interface node accelerations are then integrated in time using the “leapfrog”
method (Eqs. (5)–(7)) to find the interface node displacements, which give the BEM displacement via Eq. (27).

This is the general idea of the staggered scheme. Some intricacies depend on whether the time steps are equal
or different and if there exist time instants to which the methods coincide. The schematic in Fig. 4 represents the
staggered coupling using the same time step for both methods. This staggered coupling is implemented in Algorithm
1.

Since the staggered scheme handles the equations of each method separately, different time steps are allowed.
This is called multi-scale time integration. In the Dirichlet–Neumann approach, the BEM force is kept constant,
while the DEM motion is updated for several time steps. Once the DEM has marched over the next time instant of
the BEM, the BEM displacement at this instant can be determined through a linear interpolation as

uB
(
t ( j))
= u(i)

I +

(
u(i+1)

I − u(i)
I

) t ( j) − t (i)

t (i+1) − t (i)
= u(i)

I + u̇
(

i+ 1
2

)
I

(
t ( j)
− t (i)) , (53)

hich is equivalent to using the same corresponding “leapfrog” velocity, only with a different time increment. This
pproach is schematically illustrated in Fig. 5. Algorithm 2 shows the implementation of the coupling using the
taggered multi-scale time integration.

.2.2. Neumann-Dirichlet approach
Alternatively, a staggered scheme can be crafted by applying the DEM forces to the interface and taking

he interface displacement equal to the BEM displacement. In this approach, the BEM has Neumann boundary
onditions at the interface, while the DEM has Dirichlet boundary conditions. Fig. 6 schematically represents the
eumann–Dirichlet staggered coupling and Algorithm 3 describes its implementation.
A similar approach to the one on Section 4.2.1 can be used here to enable different time steps in each method
nd to allow the DEM time step to vary, as schematically illustrated in Fig. 7. However, the fact that the DEM

9
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Algorithm 1: Dirichlet–Neumann staggered time integration for non-conforming coupling

1 Based on the interface particle initial positions and the elements on the interface, compute the compatibility
matrix T ;

2 Assemble the mass matrix M summing up the contribution of the mass and inertia of each particle at the
interface;

3 Compute T T MT and store its Cholesky factorisation;
4 for i = 0 to N do
5 Compute BEM forces f (i)

B as in Eq. (43);
6 Compute contact forces and moments at DEM particles f (i)

p and M(i)
p as per Eqs. (3) and (4);

7 Assemble the force vector for interface particles f (i)
D ;

8 Calculate total force at interface f (i)
I ;

9 Solve Eq. (52) for the accelerations of the interface ü(i)
I ;

10 Compute translational and rotational accelerations for interface particles via Eq. (35);

11 Calculate accelerations of all other particles p as ü(i)
p =

f (i)
p

m p
;

12 Integrate motion of all particles (including the ones at the interface) through Eqs. (5)–(10);
13 Find the displacements of the interface nodes at the next time step u(i+1)

I using the “leapfrog” method
(Eqs. (5)–(7));

14 Apply the BEM displacements at the next time step u(i+1)
B = u(i+1)

I ;

Fig. 5. Dirichlet–Neumann multi-scale time staggered BEM-DEM coupling where the yellow dashed lines represent interpolated displacements
and the cyan lines forces. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)

Fig. 6. Neumann–Dirichlet staggered BEM-DEM coupling where the yellow lines represent displacements and the cyan lines forces. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

force varies within each BEM time-step poses an additional challenge. The solution proposed here is based on the
work by Cornejo et al. [65]. It consists of calculating the impulse I created by the DEM force in all sub-steps as

I (i+1)
= I (i)

+ T T f (i)∆t (i)
. (54)
I I D D

10
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Algorithm 2: Dirichlet–Neumann staggered multi-scale time integration for non-conforming coupling

1 Based on the interface particle initial positions and the elements on the interface, compute the compatibility
matrix T ;

2 Assemble the mass matrix M summing up the contribution of the mass and inertia of each particle at the
interface;

3 Compute T T MT and store its Cholesky factorisation;
4 j ← 0;
5 for i = 0 to N do
6 Compute BEM forces f ( j)

B as in Eq. (43);
7 Compute contact forces and moments at DEM particles f (i)

p and M(i)
p as per Eqs. (3) and (4);

8 Assemble the force vector for interface particles f (i)
D ;

9 Calculate total force at interface f (i)
I = T T f (i)

D + f ( j)
B ;

10 Solve Eq. (52) for the accelerations of the interface ü(i)
I ;

11 Compute translational and rotational accelerations for interface particles via Eq. (35);

12 Calculate accelerations of all other particles p as ü(i)
p =

f (i)
p

m p
;

13 Integrate the motion of all particles (including the ones at the interface) through Eqs. (5)–(10);
14 Integrate the motion of the interface nodes using the “leapfrog” method (Eqs. (5)–(7)) to determine

their displacement at the next time step u(i+1)
I ;

15 if t (i+1) ≥ t ( j+1) then
16 Interpolate the interface displacements at j + 1 through Eq. (53);
17 Apply the BEM displacements at the next time step u(i+1)

B = u(i+1)
I ;

18 j ← j + 1;

Algorithm 3: Neumann–Dirichlet staggered time integration for non-conforming coupling

1 Based on the interface particle initial positions and the elements on the interface, compute the compatibility
matrix T ;

2 Store LU factorisation of the BEM stiffness matrix K B;
3 for i = 0 to N do
4 Compute contact forces and moments at DEM particles f (i)

p and M(i)
p as per Eqs. (3) and (4);

5 Calculate DEM forces at the interface f (i)
I = T T f (i)

D ;
6 Calculate total force at interface f (i)

I and apply to the BEM;
7 Solve for BEM displacements taking into account external, history and interface forces

K Bu(i+1)
B = f (i+1)

B + h(i+1)
B + T T f (i)

D ;
8 Impose interface motion to DEM particles at the interface u(i+1)

D = T u(i+1)
I ;

9 Calculate accelerations of all other particles p as ü(i)
p =

f (i)
p

m p
;

10 Integrate motion of all particles (including the ones at the interface) through Eqs. (5)–(10);

If t (i+1) < t ( j+1), the next BEM state is farther in time then the next DEM state. It is then possible to extrapolate
the force, assuming it will be constant until the next BEM state. This would create an additional impulse

I ( j+1)

I = I (i+1)
I + T T f (i)

D

(
t ( j+1)

− t (i+1)
)

, (55)

which would allow calculating the force at the next BEM state as

f ( j+1)

B = f ( j+1)

I =
I ( j+1)

I . (56)

∆tB

11
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A

a

Fig. 7. Neumann–Dirichlet multi-scale time staggered BEM-DEM coupling where the yellow dashed lines represent interpolated displacements
and the cyan lines forces. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)

This force is then used to estimate the displacement on the next time step of the BEM, which allows interpolating
the displacements at the next step of the DEM as

uI
(
t (i+1)

)
= u( j)

B +

(
u( j+1)

B − u( j)
B

) t (i+1) − t ( j)

t ( j+1) − t ( j)
. (57)

lgorithm 4 summarises the steps of the Neumann–Dirichlet multi-scale time coupling.
Algorithm 4: Neumann–Dirichlet staggered time integration for non-conforming coupling

1 Based on the interface particle initial positions and the elements on the interface, compute the compatibility
matrix T ;

2 Store LU factorisation of the BEM stiffness matrix K B;
3 j ← 0;
4 for i = 0 to N do
5 Compute contact forces and moments at DEM particles f (i)

p and M(i)
p as per Eqs. (3) and (4);

6 Accumulate interface impulse with DEM forces as I (i+1)
I = I (i)

I + T T f (i)
D ∆t (i)

D ;

7 Calculate interface forces as f ( j+1)

I =
I (i+1)

I +TT f (i)
D

(
t( j+1)−t(i+1)

)
∆tB

;

8 Solve for interface displacements taking K Bu( j+1)

I = f ( j+1)

B + h( j+1)

B + f ( j+1)

I ;

9 Determine interface velocity as u̇
(

i+ 1
2

)
I =

u( j+1)
I −u( j)

I
∆tB

;

10 Impose interface motion to DEM particles at the interface through Eq. (57) and u(i+1)
D = T u(i+1)

I ;

11 Calculate accelerations of all other particles p as ü(i)
p =

f (i)
p

m p
;

12 Integrate motion of all particles (including the ones at the interface) through Eqs. (5)–(10);
13 if t (i+1) ≥ t ( j+1) then
14 Store last calculated interface displacement in the BEM u( j+1)

B = u( j+1)

I ;
15 j ← j + 1;

5. Results

5.1. Finite rod under Heaviside load

Analysing the pressure wave propagation induced by a Heaviside load in a finite rod is a classical benchmark
s it has an analytical solution. The rod shown in Fig. 8(a) has length L = 2 m, cross-section area A = 0.25 m2

and the material has Young’s modulus E = 210 MPa and mass density of ρ = 7.85 t/m3. The Heaviside load has a
magnitude over time given by P (t) = P0 H (t), where P0 = 21 kN and H (t) is the Heaviside function, as shown
in Fig. 8(b). While the analytical solution is formulated in one dimension, the two-dimensional modelling of this
12
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Fig. 8. Homogeneous rod under Heaviside compression load: (a) conceptual model and (b) distribution of load over time.

Fig. 9. Overall error of numerical models.

problem requires additional parameters. The thickness w is assumed unitary, so a height of h = 25 cm renders the
desired cross-section area. In addition, the Poisson’s ratio is assumed zero, i.e. ν = 0.

As the DEM and the BEM have different ranges of time-step for which the solution is numerically stable, the
model is first analysed using each method individually. To compare the accuracy of each numerical model the
overall error ϵ is defined as

ϵ =

∫ T

0

⏐⏐⏐⏐u − ūdyn

ūstatic

⏐⏐⏐⏐ dt (58)

where the analytical solution for the static case ūstatic normalises the difference between numerical prediction u and
analytical solution of the dynamic case ūdyn. This normalised absolute difference is then integrated over the analysis
time to provide an overall measure for the error made by the analysis. Fig. 9 shows the overall error ϵ encountered
for different models.

For purely DEM, a micro Poisson ratio of ν̃ = 1.0 is used to furnish the desired macroscopic one. The
icroscopic Young’s modulus Ẽ is calibrated as in [59]. Since the sought result is purely elastic, the cohesive

onds are considered unbreakable, i.e., φn = φs = ∞. Five irregular assemblies of particles were generated
or each average particle size Dave ∈ {12.5 cm, 5 cm, 2.5 cm, 1.25 cm}. A uniform particle size distribution with

D ∈ [0.75Dave, 1.25Dave] is assumed. The calibrated microscopic mass density, Young’s modulus, and Poisson’s
atio are the same as in [59]. The analyses showed that any time step smaller than the critical one renders results
ith the same level of relative error. Fig. 9 shows the critical time step observed for the DEM. The overall errors ϵ

re in the order of 1× 10−2, decreasing with the average particle size. On the other hand, the overall error ϵ of the
BEM showed dependence on the geometric and time discretisation. Fig. 9 reveals that smaller time steps furnish
smaller errors granted that the time step is greater than the lower stability bound. The element length Le is the same
for all boundary elements in the discretisation.

Fig. 9 evidences the inefficiency behind the conforming-monolithic coupling. For instance, the particle assembly
with D = 1.25 cm requires an element length of L = 1.25 cm for the particles centres to coincide with the
ave e

13
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Fig. 10. Discretisation near the interface for a particle assembly with Dave = 1.25 cm using: (a) conforming interface coupling, Le = 1.25 cm
t the interface and Le = 2.5 cm elsewhere; and (b) non-conforming interface coupling, Le = 2.5 cm everywhere.

EM nodes. However, an element length of Le = 2.55 cm could have been used to allow a viable time step for
oth methods. This is a clear indication of the inefficiency of the conforming coupling approach. The following
ection studies the effect of changing from conforming to non-conforming coupling. In the following analyses, the
otations are fixed as in [59].

.1.1. Conforming vs. non-conforming interfaces
The accuracy of the proposed non-conforming coupling is put to proof using assemblies with the average particle

ize of Dave = 1.25 cm. According to Fig. 9, the critical time step of the DEM requires an element length of
Le = 2.5 cm. This element length is used across the whole boundary except the interface. At the interface, the
lement length Le varies from Le = 1.25 cm, which is necessary for conforming coupling (Fig. 10(a)), to the value

Le = 2.5 cm used elsewhere (Fig. 10(b)). Hence, the number of boundary elements at the interface varies from 10
o 20. All analyses used monolithic coupling with ∆tD = ∆tB = 7.8× 10−7 s.

Fig. 11 provides a comparison between the analytical result and the numerical predictions. The graph on the top
hows the displacement over time, where an excellent agreement among the three curves is observed. The difference
etween the numerical predictions and the analytical solution normalised by the static analytical displacement is
hown in the graph at the bottom, where the numerical prediction obtained with conforming and non-conforming
nterfaces are denoted by uC and uNC. It can be seen that the normalised differences between the numerical
redictions and the analytical solution have the same order of magnitude and show the same behaviour over time. In
act, the difference between conforming and non-conforming, shown as a solid yellow line, needs to be multiplied
y a factor of 102 to become visible.

Several models are analysed to further study the influence of the number of boundary elements at the interface.
ig. 12 shows the absolute difference between several numerical predictions using non-conforming interfaces and

he conforming solution, which serves as a reference. The difference is normalised by the analytical displacement
f the static problem. Note that the solid blue line on the bottom axes of Fig. 11 and the first column in Fig. 12 are
erely different representations of the same data. By analysing Fig. 12, it can be concluded that the conforming

nd the non-conforming coupling approximate the analytical solution up to the same accuracy. The integral over
ime of these data can be carried out to provide a quantitative difference between these two models. As a matter of
act, the overall error ϵ, as defined in Eq. (58), in the conforming case is 1.17 × 10−4, while it is 1.18 × 10−4 in
he non-conforming case with ten boundary elements at the interface.

The above findings encourage the use of fewer boundary elements at the interface. However, the critical time
tep size of the BEM is intrinsically related to the element length. So even if, in theory, a single boundary element
ould be used, the time step required by the DEM of ∆t = 7.8× 10−7 s prohibits using a coarser discretisation.
herefore, it is imperative to use a staggered coupling scheme to improve efficiency.

.1.2. Monolithic vs. staggered time integration
Fig. 9 shows that using an element length of Le = 25 cm renders an overall error ϵ which is two orders

f magnitude smaller than the error in the pure DEM approximation of the analytical solution. However, this
14
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Fig. 11. Displacements from analytical and numerical solutions and relative normalised difference. The DEM assemblies have average particle
size Dave = 1.25 cm. The BEM has element length Le = 2.5 cm. In the conforming coupling, the number of boundary elements at the
interface is 20, which forces an element length of Le = 1.25 cm at the interface.

Fig. 12. Normalised difference between conforming and non-conforming coupling obtained for the assemblies with average particle size
Dave = 1.25 cm using various numbers of elements at the interface.

discretisation cannot be used in the monolithic coupling approach due to the difference in time steps required
by the BEM and DEM. Specifically, while the BEM allows a minimum time-step of 8× 10−6 s, the DEM requires
a much smaller time-step of 7.8× 10−7 s. In such a scenario, the use of a staggered scheme becomes essential to
achieve a more efficient coupling.
15
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Fig. 13. Overall error ϵ comparing staggered and monolithic schemes using ∆tD = 7.8× 10−7 s.

Several simulations were carried out to analyse the stability and accuracy of the staggered methods presented
in Section 4.2. In all simulations, the time-step of the DEM was kept fixed at 7.8× 10−7 s. The BEM time-step
aried from 7.8× 10−7 s to 13× 10−6 s. Five different space discretisations are considered in the BEM with element
ength Le ∈ {25 cm, 12.5 cm, 6.2 cm, 5 cm, 2.5 cm}.

Fig. 13 shows a comparison of the overall error ϵ for each model using element lengths of Le = 2.5 cm (blue),
Le = 5 cm (green), and Le = 25 cm (red). The square marker represents the monolithic solution, while the circle
and cross markers correspond to Neumann–Dirichlet and Dirichlet–Neumann staggered schemes, respectively. The
data indicates that the Dirichlet–Neumann is stable only if the time-step of the BEM is less than 1.1× 10−6 s. That
happens because, out of this limit, the force increment calculated in the BEM becomes too large for the DEM
particles. The Neumann–Dirichlet approach proves to be much more stable.

Additionally, concerning the model with an element length of Le = 2.5 cm, the Dirichlet–Neumann approach
only converges to a time-step up to slightly above 1× 10−6 s. Within this range, the time-step is too small for the
spatial discretisation used in the BEM. That causes the BEM region to lock and the overall error to become much
larger. At around ∆tB = 3× 10−6 s, convergence is observed for this element length. Only the Neumann–Dirichlet
approach is convergent with this BEM time-step.

The effectiveness of the proposed methodology was evaluated by comparing it to a monolithic conforming
solution. It is compared to the most computationally efficient model allowed by the proposed staggered coupling.
This model utilises the Neumann–Dirichlet approach with a time step size of ∆tB = 1.3× 10−5 s in the BEM and an
lement length of Le = 25 cm. This model corresponds to the right-most red circle marker in Fig. 13. The staggered
olution was, on average, seven times faster and used 24 times less memory. As an example, the computation time
ecreased from 197 s to 30 s when running the simulations on a single core of an Intel Code i9-9980XE 3 GHz
achine. The memory usage decreased from 7.2 MB to 0.3 MB.

.2. Cylindrical cavity in infinite space under uniform pressure

In this problem, a long cylindrical cavity of radius r = 1 m in an infinite medium (cf. Fig. 14(a)) is subjected
o an internal pressure p (t) = p0 H (t). In other words, the pressure of magnitude p0 = 1.0 kN/m2 is applied at
he beginning of the analysis and kept constant throughout, as shown in Fig. 14(b). The infinite medium has the
ollowing macroscopic material parameters: Young’s modulus of E = 100 kPa, Poisson’s ratio of ν = 0, and mass

3
ensity ρ = 1.0 t/m .
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Fig. 14. Cavity in infinite medium: (a) conceptual model, (b) distribution of load over time.

The DEM is used to model the part of the domain close to the cavity, where the pressure is applied, while
the BEM is used to model the remaining infinite domain. The interface between the methods consists of a square
of side 4 m concentric with the cavity, as shown in Fig. 14(a). Any geometry is acceptable to the interface since
it represents merely a patch in an infinite region. To make the DEM domain an annulus is reasonable because it
represents the geometry of the front wave.

In the DEM modelling, a micro Poisson ratio of ν̃ = 1.0 is used to achieve a macroscopic one of ν = 0.
he micro Young’s modulus was calibrated, and it was found Ẽ = 27E . Moreover, since the elastic response is
onsidered, the cohesive bonds are unbreakable, i.e., φn = φs = ∞. Three different particle assemblies were used to
ave an understanding of how the particle assembly affects the results. All assemblies have a uniform particle size
istribution with an average particle size of Dave = 5 cm. The BEM region is discretised using an element length
f Le = 25 cm. The time-step for the DEM is automatically determined by YADE [60] — ranging from 1× 10−3 s
o 0.9× 10−3 s —, while for the BEM it is set to ∆tB = 2× 10−3 s. For these simulations, the Neumann–Dirichlet
pproach is used due to its improved stability. In the following analyses, the rotations are coupled as described in
ection 3.

The displacements of three points A, B and C indicated in Fig. 14(a) are used to verify the accuracy of the
oupled solution. Point A: (1 m, 0) is at the cavity, Point B: (2 m, 0) is at the interface and Point C: (4 m, 0)

s an internal point in the infinite BEM domain. Fig. 15 shows the displacement of points A, B, and C in blue,
reen and red, respectively. The solid line represents the average of the results obtained, while the maximum and
inimum values are depicted in a shaded area around the average. The dashed lines are semi-analytical solutions

ound through numerical Laplace transforms, as proposed by Carter and Booker [66]. The dotted lines correspond
o the analytical static solution to which the dynamic solution should converge after enough time is elapsed for the
adiation damping to act.

Fig. 16 shows the absolute translational velocity observed in various time instants as the wave propagates from the
article assembly into the continuum. The contours of the velocities in the BEM domain are interpolated based on
nternal results calculated on a Delaunay triangulation [67] with a maximum triangle area of 0.05 m2. In Fig. 16(b),
he wave is entirely contained within the DEM region. Fig. 16(d) shows the moment the wavefront reaches the
nterface. In Fig. 16(e) the wavefront is partially on each domain, and it can be inferred that no significant reflection
ccurs. Lastly, Fig. 16(f) depicts an instant where the wavefront has completely travelled to the BEM region and
ill propagate towards infinity.
To measure the effectiveness of the staggered scheme, two models are compared, a monolithic and a staggered.

he former used a time step of ∆tD = ∆tB = 1× 10−3 s for both methods. This time step required a boundary
lement length of Le = 12.5 cm, which led to a non-conforming interface. In contrast, the latter used a double
ime step of ∆tB = 2× 10−3 s in the BEM while maintaining the same time step in the DEM. As a result, the
oundary element length could also be doubled to Le = 25 cm. The computational time and memory usage of the

atter method showed an improvement of 4 times.
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2

Fig. 15. Displacements over time in cavity example using the Neumann–Dirichlet staggered approach with Dave = 5 cm, ∆tD automatically
defined by YADE, Le = 25 cm, and ∆tB = 2× 10−3 s.

Fig. 16. Absolute translational velocity in the elastic cavity benchmark problem at: (a) 9 ms, (b) 47 ms, (c) 75 ms, (d) 93 ms, (f) 140 ms, (f)
79 ms. See Appendix online version for the video.
18
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Fig. 17. Cavity in infinite medium: (a) conceptual model, (b) distribution of load over time.

5.3. Explosion in adjacent cavities

This example involves applying a blast loading in a cavity and studying how the wave propagates to an adjacent
cavity, as fracturing damages the material. The cavities are 5 m apart, as shown in Fig. 17. The elastic parameters
of the medium are the same as in Section 5.2. The normal cohesion is φn = 110 kN and the ratio between normal
and shear cohesion is φn/φs = 1/3. The internal pressure has the same load as in Section 5.2, but a limited duration
of 10 ms.

Fig. 18 displays the absolute translational velocity for various time intervals. Fig. 18(b) exhibits a moment where
the wave is partially in each domain without any observable reflection. Fig. 18(c) illustrates a portion of the wave
moving towards infinity while some parts travel towards the right-hand side cavity. In Fig. 18(d), the wavefront
enters the DEM domain around the right-hand side cavity. Lastly, Fig. 18(e) shows the impact of the wave on the
right-hand side cavity.

The damage progression over time is depicted in Fig. 19. The damage is calculated for each particle as the
number of broken cohesive bonds divided by the initial number of bonds, i.e. 0 means intact and 1 all bonds are
broken. One can observe that the cracks start to form around the cavity in Fig. 19(b). At this instant, the wavefront
is far from the cavity, in the vicinity of the interface, as seen in Fig. 19(b). The moment the wavefront impacts
the right-hand side cavity is represented by Figs. 18(e) and 19(c), where no damage can be observed. However, in
Fig. 19(d), crack initiation can be seen on the left-hand side of the right-hand side cavity. Finally, Fig. 19(f) shows
the damage after the crack propagation.

5.4. Cantilever wall embedded in homogeneous halfspace

This example involves a vertical cantilever wall, as depicted in Fig. 20(a), with a horizontal Heaviside load
P (t) = P0 H (t) applied on the top where P0 = 100 kN and H (t) is the Heaviside function, as shown in Fig. 20(b).
The wall has a unitary thickness and is made of concrete with the following elastic parameters: Young’s modulus
of Ec = 30 GPa; Poisson’s ratio of νc = 0.2; and density ρc = 2.4 t/m3. The wall is partially buried in a compact
soil with the following elastic parameters: Young’s modulus of Es = 266 MPa; Poisson’s ratio of νs = 0.35; and
density ρs = 1.8 t/m3.

Since no physical non-linearity is expected, the wall is modelled with pure BEM. The soil constitutes an infinite
domain. The near field has stresses introduced by the interaction with the wall, and this region is modelled with
DEM while the remaining is modelled with the BEM. The DEM region extends for 3 m to each side of the wall
with a depth of 3 m, as shown in Fig. 20(a). The density of the particles is calculated so that the total weight of the
assembly is the same as the continuum in that region. The microscopic parameters were calibrated to represent the
elastic solution of the problem obtained with pure BEM representing the entire soil domain. The calibrated elastic
micro parameters are the following: Ẽs = 6.30 GPa and ν̃s = 1.4. The problem is first analysed for purely elastic
behaviour, then an inelastic behaviour is incorporated in the DEM.

The time step requirements vary significantly due to differences in material properties and methods used. The
−4 −4
time step used for the wall is 1× 10 s. In the BEM part of the soil, a time step of 4× 10 s was adopted. The
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Fig. 18. Absolute translational velocity in adjacent cavities at: (a) 0.02 s, (b) 0.12 s, (c) 0.31 s, (d) 0.48 s, (e) 0.55 s. (f) 0.79 s. See Appendix
nline version for the video.

EM time step size is automatically set by YADE and varies between 4.5× 10−5 s and 5× 10−5 s over the analysis
ime.

In the elastic analysis, the cohesion of the DEM interactions is infinitely large. More relevant rotations are
xpected in this example than in the previous examples, especially at the interface between the wall and the soil.
herefore, this is an excellent example to compare the effect of letting the rotations free as in [38], fixed as in [59],
r coupled as presented in Section 3. Fig. 21 shows the predicted displacement of the top of the wall over time
or the three cases of rotation considered. It can be seen that the free and fixed rotations are limiting cases to the
oupled solution. The difference between them increases over time, with the fixed case deviating the most. In the
ase of fixed rotations, additional unrealistic contact forces are introduced, increasing the difference over time. In
he case of the free rotations, the kinetic energy associated with the rotations is not transmitted to the BEM domain.
herefore, coupling the rotations allows for more realistic results.

Fig. 22 shows the velocities of particles and BEM internal nodes for various time instants. Fig. 22(a) shows the
ave travelling through the wall and initiating the movements in the soil. Figs. 22(b) and 22(c) show the wave

raversing the soil from the DEM to the BEM domain and travelling to infinity. In Figs. 22(d) and 22(e), it can be

bserved how the soil deforms as more deformation is imposed on the wall. Finally, in Fig. 22(f), an instant where
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Fig. 19. Damage in adjacent cavities at: (a) 0.02 s, (b) 0.12 s, (c) 0.55 s, (d) 0.79 s, (e) 1.41 s, (f) 2.00 s. See Appendix online version for
the video.

the velocities are close to zero can be seen. The elastic deformation has reached its peak, and the wall will start to
move to the left towards its initial configuration.

A finite value of cohesion is assigned to the discrete material to analyse a possible failure mode in the infinite
domain. The normal cohesion adopted is φn = 230 MN and the ratio between normal and shear cohesion is
φn/φs = 1/3. Fig. 23 shows the absolute translational velocity around crack initiation. Comparing Fig. 23 to Fig. 22, it
is possible to perceive how the initiation of cracks alters the absolute translational velocity. Fig. 24 shows the damage
in each particle. Figs. 24(a) and 24(b) show the crack initiating on the surface due to tensile forces exceeding the
cohesive bond strength. In Figs. 24(c) and 24(d), it is possible to observe the main crack propagating downwards as
a secondary one branches towards the interface. The secondary crack stops growing as the main one tilts towards
the bottom of the wall creating a slipping plane failure mode as seen in Figs. 24(e) and 24(f).

6. Conclusions

This study presented a novel multi-scale time-staggered approach for coupling the DEM and the BEM. The
proposed method addresses the limitations of previous BEM-DEM formulations, such as computational efficiency
and numerical instability, by incorporating non-conforming interface conditions and allowing for varied time step
21
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Fig. 20. Cantilever wall in a halfspace: (a) conceptual model and (b) distribution of load over time.

Fig. 21. Displacement of the top of the wall over time for different consideration of the rotational DOF.

izes. Integrating the coupling of rotations further enables more realistic simulations by accounting for rotational
OFs at the interface.
The numerical examples demonstrated that the proposed method enhances accuracy and computational efficiency

ompared to existing methods without loss of accuracy. Two possible staggered schemes, Neumann–Dirichlet and
irichlet–Neumann, were investigated, with the Neumann–Dirichlet scheme proving to be more stable and allowing

or a broader range of time step sizes. The non-conforming interface conditions reduce the computational cost by
nabling bigger BEM element lengths up to a factor of 5. The BEM time step could be increased by a factor of 20.
verall, the staggered scheme decreased computational time by up to 7 times and reduced memory consumption
y a factor of 24. While the primary focus of this paper is on enhancing the coupling scheme, there is certainly
oom for improvement in the computational efficiency of each method. The BEM, for instance, can benefit from
ompression schemes to improve both its computational efficiency and memory usage.

The outlined improvements contribute to a more robust and efficient BEM-DEM coupling, facilitating its
pplication in various engineering problems. Future research will focus on extending the proposed approach to

hree-dimensional problems and incorporating additional material models for more complex simulations, including
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e

Fig. 22. Velocity of wall and surrounding soil at: (a) 9.6 ms, (b) 19.1 ms, (c) 31.9 ms, (d) 51 ms, (e) 67 ms, (f) 82.9 ms. Displacements are
xaggerated by a factor of 150. See Appendix online version for the video.
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Fig. 23. Velocity profile close to crack initiation: (a) 30 ms, (b) 32 ms, (c) 35 ms, (d) 37 ms, (e) 40 ms, (f) 42 ms. Displacements are
exaggerated by a factor of 5. See Appendix online version for the video.
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Fig. 24. Damage propagation at: (a) 42 ms, (b) 47 ms, (c) 52 ms, (d) 55 ms, (e) 57 ms, (f) 67 ms. Displacements are exaggerated by a factor
of 5. See Appendix online version for the video.
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damping via viscoelasticity and simulations involving poroelasticity. It should also be mentioned that the coupling
technique presented in this work is generic enough to allow other discrete methods to be coupled with the BEM.
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